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	 Sensing and computing the body states of soft-bodied robots require new methods. Recent 
studies on soft robotics have shown their feasibility to be applied for these purposes; however, 
they only addressed solid parts and not the behavior of inner fluids in soft robotics. In this study, 
we investigated the possibility of a framework that can be used to estimate the body state by 
exploiting air dynamics in tubes connecting chambers. The framework was designed on the 
basis of the concept of physical reservoir computing. We focused on a case with a single tube 
connection. A benchmark task emulated a nonlinear system and was evaluated by simulation. 
The results showed that the computational ability depended on the inner diameter and length of 
the tube and can be increased by selecting a suitable diameter and length. We physically 
implemented the framework for the posture estimation of a soft exoskeleton using pneumatic 
artificial rubber muscles (PARMs) as the connected chambers and evaluated the accuracy of 
estimation of a thigh angle. The estimation accuracy showed a similar trend as a function of the 
tube properties as that observed in the simulation. The framework can exploit the dynamics of 
air in a tube and may be useful for the state estimation of soft-bodied robots.

1.	 Introduction

	 Sensing and computation are essential in controlling robots. In most cases of the control of 
robots, sensor signals are transformed to a state description on the robot body (e.g., joint angles) 
and exploited for control. The transformation is usually processed by computer software based 
on the models of the robot bodies, which have conventionally consisted of rigid bodies. 
Nowadays, robotics also covers soft-bodied robots, which are mainly made from soft materials. 
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In many cases, soft robots are difficult to model in a mathematical form. Therefore, new 
algorithms or methods for sensing and computation are required.(1)

	 Recent studies have shown that the physical body of a robot itself can be used for computation 
and applied to the sensing and control of soft-bodied robots.(2) Some studies have shown that the 
complex dynamics of soft materials provides rich resources for computation. In the control of 
some robots, locomotion was controlled by using signals from sensors embedded in the soft part 
of the body.(3,4) It has been shown that a soft arm resembling an octopus arm can be exploited for 
some computational tasks, such as a parity check.(5,6) These methods, however, use some 
movements of the robot itself for computation and require a specially designed body morphology 
[e.g., tensegrity structure(4)] to be used in combination with the robot’s primarily required 
motion (e.g., locomotion).
	 In the research of soft-bodied robots, the softness of solid materials has mainly been 
considered. Here, we focus on air surrounded by a material. We hypothesize that the dynamics 
of air can be exploited as a computational resource for soft robots. The flow and compressibility 
of air are expected to exhibit more complex behaviors than solids, which may be useful for 
obtaining higher computational power in soft robots. Although some studies have assessed the 
computational ability of two-dimensional fields of fluids,(7,8) a hard stage was required to 
observe flow propagation in the two-dimensional space, which is difficult to implement in a soft 
robot. Frameworks that can be implemented with soft materials should be investigated for soft 
robot applications.
	 As a physical computation method that can be incorporated into soft robots without specially 
designed body shapes, we propose a method of sensing and computation that uses the dynamics 
in air in chambers connected by tubes [Fig. 1(c)]. In this method, deformable air chambers 
connected by tubes are embedded in a robot. The chambers transmit the deformation of the robot 
body to the internal air. The changes in pressure propagate in the tubes and are measured by 
sensors. On the basis of the framework of physical reservoir computing,(9) the sensor signals are 
multiplied with pre-optimized weights, and the sum of the values is used as the output. With 
flexible tubes, the system can be embedded in soft-bodied robots without the loss of softness. 
Unlike existing studies of physical reservoir computing with manipulators using pneumatic soft 
actuators,(10,11) the proposed method does not rely on the dynamics of the solid body of the robot. 
This feature separates the function of computation from the movement of the robot and is 
expected to contribute to the simpler design of robots performing physical computation.
	 In this paper, we investigated the computational ability of such a system in the simplest case 
with only one tube connection. In the following sections, we first illustrate the concept of 
physical reservoir computing and its application to air dynamics. Next, we investigate the 
computational ability of a tube by simulation. We model a simple essential system, which has a 
chamber and a tube, and show that computational ability can be embedded in the system by 
using appropriate parameters of the tube (inner diameter and length). Finally, we show an 
application of the method to sensing the joint angle of a soft exoskeleton using two pneumatic 
artificial muscles as chambers and a tube connection.
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2.	 Concept of Proposed Method

	 Physical reservoir computing is a method derived from the supervised machine learning 
method of reservoir computing. Reservoir computing is a neural network method originally 
known as an echo state network(12) or liquid state machine.(13) In this method, a randomly 
coupled neural network, called a reservoir, is used to create various signals that reflect the input, 
and the desired output is obtained as a linear sum [Fig. 1(a)]. The weights of the randomly 
connected network are fixed, and only the weights of the linear sums are adjusted in training by 
ordinary least squares, ridge regression, and so forth. This makes the computational cost of 
learning very low.
	 Physical reservoir computing is a method in which the fixed network is replaced by a physical 
system that shows complex behavior, called a physical reservoir [Fig. 1(b)]. A physical reservoir 
for computing requires high dimensionality, nonlinearity, fading memory, and a separation 
property.(9) High dimensionality is the ability to map inputs to high-dimensional physical 
variables used for the linear sum. Fading memory is memory in which the physical variables 
reflect recent but not all past inputs. Nonlinearity refers to the map from the current physical 
variables and inputs to the variables in the next step. The separation property means that the 
input signals that should be distinguished are mapped to different physical states. The dynamics 
of soft materials,(3–6) f luids,(7,8) mass-spring systems,(14,15) electronic circuits,(16) optical 
circuits,(17) memristors,(18) spintronic systems,(19) quantum systems,(20) and so forth have been 
exploited as computational resources for physical reservoir computing, and it has been 
experimentally shown that the systems have computational ability in benchmark tasks.

Fig. 1.	 (a) Reservoir computing,(12,13) (b) physical reservoir computing using a mass-spring system,(14) and (c) 
proposed physical reservoir computing using a pneumatic pipeline system.

(a) (b)

(c)
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	 In our method, we use the air in chambers and pneumatic tubes as a physical reservoir 
[Fig. 1(c)]. The deformation caused by the robot’s motion changes the internal pressure of the 
chambers and generates complex behavior in the tubes, which is expected to be used as a 
computational resource for state estimation and control. As described in Sect. 3, the property of 
a pipeline gives a pressure distribution that has the required properties for physical reservoir 
computing. The computational ability of a pipeline is demonstrated by simulation in Sect. 3 in a 
benchmark task, and its ability to be used for state estimation is demonstrated in Sect. 4 in a soft 
robot application.

3.	 Computational Ability of Pipeline

	 In the proposed method, the property of the connection between the chambers is essential. If 
the chambers are connected by broad pathways, the pressure change in a chamber is instantly 
transmitted to the other chambers, and the state changes homogeneously. Instant transmission 
does not have fading memory, and the homogeneous state does not have high dimensionality or 
the separation property. As is known in pneumatics, transmission by a pipeline causes a delay 
and pressure loss.(21) The propagation of the pressure with a delay and loss will provide the 
fading memory property, and the emerging pressure distribution in the tube will have high 
dimensionality and the separation property.
	 In this paper, we focus on a case with a single tube. We modeled two chambers connected by 
a tube, with K pressure sensors measuring the pressure at points along the tube [Fig. 2(a)]. The 
first chamber is subjected to a force and deforms. The deformation causes pressure changes in 
the chamber. The pressure propagates in the pipeline and causes the changes of state in the 

Fig. 2.	 Configuration of simulation. (a) Modeled situation, (b) grid model used for the simulation, and (c) 
experimental setup in the simulation.

(b)(a)

(c)
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second chamber. The values of the pressure sensors are used to calculate the output. Using the 
simulation model, we confirmed that the method has computational ability, and we investigated 
the properties of the pipeline that affect the computational ability.

3.1	 Simulation model

	 To model the pressure propagation and distribution in the tube, we used a simulation method 
with a distributed model of a pipeline.(22,23)

3.1.1	 Input to the pipeline

	 The state change in the first chamber is assumed to be an isothermal process, that is, 
θS = const. Pressure PS is input to the system, which is assumed to be caused by deformation. 
The density ρS is changed according to the equation of state, that is,

	 ,S
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S

P
R

=ρ
θ

	 (1)

where R is the gas constant.
	 The flow between the first chamber and the pipeline is modeled as an orifice flow. When the 
pressure on one side of an orifice PA is greater than the pressure on the other side PB, the air 
flows from the side with pressure PA to the side with pressure PB. The mass flow G(PA, PB) is 
represented as
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where Se is the effective area of the orifice, κ is the specific heat ratio, θA is the upstream 
temperature, and b = 0.5283 is the critical pressure ratio. In our simulation, the mass flow into 
the pipeline G1 is represented as
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	 The velocity of the air at the beginning of the pipeline is calculated by dividing the mass flow 
by the density of the air ρ1 and the inner diameter of the pipeline D, that is,
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3.1.2	 Pipeline model

	 We implemented the distributed model of the pipeline.(22,23) The model is based on the 
following four equations for the air in the pipeline:

	 ,P R= ρ θ 	 (5)
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where P is the pressure at position x and time t, ρ is the density, θ is the temperature, u is the 
velocity of the air, λ is the coefficient of pipe friction, h is the heat transfer coefficient, θa is the 
temperature of the atmosphere, and Cν is the specific heat of the gas at a constant volume. 
Equation (5) is the equation of state, Eq. (6) is the equation of motion, Eq. (7) is the equation of 
continuity, and Eq. (8) is the equation of energy conservation. In the model, the pipeline is 
spatially discretized using N grids with length Δx, as shown in Fig. 2(b). Using the sampling 
time Δt, we discretize Eqs. (5)–(8) as follows:
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where Pi,j, ui,j, ρi,j, and θi,j are the variables in the ith block at the jth time step, ρi,j = (ρi−1,j+ρi,j)/2, 
and ui,j = (ui,j+ui,j+1)/2. Convective terms uconv, ρconv, and θconv are defined by upwind differences 
as follows:
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	 The coefficient of pipe friction λ is expressed as follows:
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where Re = ρ|ui,j|D/μ is the Reynolds number and μ is the viscosity of the air. The first equation 
is the coefficient of laminar flow and the second is the coefficient of turbulence (Blasius 
equation). The heat transfer coefficient h is calculated using the thermal conductivity of the air k 
as follows:
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where Pr = 0.72 is the Prandtl number.

3.1.3	 Chamber

	 Similarly to the input, we treat the flow into the final chamber as an orifice flow. The mass 
flow into the chamber GC is represented as
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where PN is the pressure in the Nth grid of the pipeline model and PC is the pressure in the 
chamber.



2810	 Sensors and Materials, Vol. 33, No. 8 (2021)

	 The velocity of the air flow at the end of the pipeline is represented as
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where ρC is the density of the air in the chamber.
	 The state change in the chamber is also assumed to be an isothermal process, that is, 
θC = const. The mass of the air in the chamber is changed by the air flow and calculated as 
mC,j+1 = mC,j+GCΔt. Using the mass, we represent the density and pressure of the air as

	 ,C
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C
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=ρ 	 (21)

	 ,C C CP R= ρ θ 	 (22)

where VC is the volume of the chamber.

3.2	 Experiment with the simulation model: NARMA model emulation

	 To assess the computational ability of the pipeline using various properties, we carried out an 
experiment using the simulation model to evaluate the performance of emulating a nonlinear 
system using the system with a single tube. 

3.2.1	 Emulation task

	 The system used for emulation is a nonlinear autoregressive moving average (NARMA) 
model, which has been used as a benchmark in previous studies.(5,6) The following third-order 
NARMA model is used in this study:

	 2
1 1 1 200.3 0.05 1.5 0.1,i i i i k i iky y y y x x− − − − −=

= + + +∑ 	 (23)

where xi is the input and yi is the output of the NARMA model. In this study, the input xi is 
uniformly distributed random values within the range [0, 0.2].
	 The emulation task is to estimate the output of the system from the input sequentially. 
Figure 2(c) shows the experimental setting in the simulation. In the simulated setting, the input 
sequence xi was transformed to a continuous signal x(t) by a zero-order hold with one sample 
interval T. The signal was transformed to pressure in the first chamber PS by the linear equation 
PS = a0+a1x. The pressures Pm1(t), ..., PmK(t) at K points located at intervals of L were measured 
at time intervals of T/M, which means that the pressure was measured M times for each input 
value xi, following the time multiplexing technique.(6) For every M samples, the estimated output 

iŷ  was calculated as
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where w0, w11, ..., wKM are the weights for the estimation. The weights were optimized using 
training data by ridge regression as follows:
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where wo is the vector of optimized weights, Ntrain is the number of samples in the training data, 
and α is a positive constant used as a penalty of parameters, which prevents extreme parameters 
caused by overfitting. Note that the minimization problem has an analytical solution and can be 
solved efficiently.(24)

	 The performance of the task can be evaluated by measuring the error between the estimated 
output and the original output. In this study, we calculated the root-mean-square error (RMSE) 
as follows:

	 ( )20 ,ˆ1 testN
i ii

s
RMSE y y

N =
= −∑ 	 (26)

where Ntest is the number of samples used for the evaluation.

3.2.2	 Experiment

	 We evaluated the performance of the NARMA emulation task while varying the inner 
diameter of the pipeline and the pipeline length. The fixed parameters are shown in Table 1. The 

Table 1
Parameters in the simulation experiment.
Parameter name Value
Number of sensors K 4
Number of samples for estimation M 5
Input interval T 1 × 10−1 s
Sampling time Δt 5 × 10−7 s
Temperature of atmosphere θa 293 K
Input
 Pressure intercept a0 195 kPa
 Pressure coefficient a1 50 kPa
 Temperature θS 293 K
 Effective orifice area Se 1 × 10−6 m2

Pipeline
 Length of each grid Δx 2 × 10−1 m
Chamber
 Volume of chamber VC 6 × 10−5 m3

 Effective orifice area Se 1 × 10−6 m2
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chamber resembles a pneumatic artificial rubber muscle (PARM), which is a soft actuator and 
used in the experiment in Sect. 4. The pressure range was set to be around the pressure that can 
lead to a detectable pressure change caused by a wearer’s motion in our study of a gait assistive 
suit using the PARMs.(25) The other parameters were selected to be realistic values in the use of 
PARMs.
	 Eightfold cross-validation was performed. Eight sets of data for training and testing were 
generated. For each set, 200 samples of the input sequence xi and the corresponding output 
sequence yi were calculated. The input sequence was used to generate 20 s of pressure values. 
Using seven of the eight sets, we optimized the weights for the estimation. Using the other set as 
the test set, we estimated the output sequence from the pressure, and RMSE was calculated. This 
process was repeated for every selection of the test set.
	 We evaluated the estimation performance for every combination of the inner diameter [D = 1 
to 2.5 (step 0.25), 3, 3.5, 4 mm] and the interval between sensors (L = 0.6, 1.0, 1.4, 1.8 m, which 
correspond to the pipeline lengths of 3, 5, 7, and 9 m, respectively). The mean RMSE values for 
the different combinations of conditions were compared. To prevent the effect of small 
oscillations in the pressure values caused by numerical errors, we added normally distributed 
noise with a standard deviation of 0.05 kPa to the pressure values before the training. For the 
ridge regression, α was set to 10−3.
	
3.2.3	 Results

	 The mean RMSE for each combination of conditions is shown in Fig. 3. For each length, the 
relationship between the diameter and RMSE is shown. The horizontal dotted line shows the 
error of estimation by linear regression using the input sequence xi ( iŷ  = w0+w1xi, where w0 and 

Fig. 3.	 Performance of NARMA model emulation task (simulation). The mean RMSE values were calculated by 
eightfold cross-validation. Error bars indicate standard errors.
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w1 were optimized by ridge regression with α = 10−3). In the cases of L = 1.0, 1.4, and 1.8 m, the 
RMSE was the smallest around D = 2 mm.
	 Figure 4 shows examples of estimation results and pressure changes for D = 1, 2, and 4 mm 
with L = 1.4 m. The result of estimation by the linear regression is also shown. In the case of 
D = 1 mm, the estimation result was more similar to the result of linear regression than the target 
output. Pressure values in the pipeline started to approach the input pressure within around 
0.03 s after the transition of the input, then the rate of change decreased until the next transition 
of the input. The pressure values during the last 0.07 s of each input value were almost equally 
distributed between the input pressure and the pressure in the chamber. In the case of D = 2 mm, 
the estimated results were similar to the target. The pressure values underwent complicated 
changes. After the transition of the input, the pressure in the pipeline immediately changed 
toward the input pressure. At around 0.03 s after the transition, the pressure changed toward the 
previous pressure and changed slowly toward the input pressure again. The timing of the two 
changes depended on the position in the pipeline. The pressure in the pipeline changed faster 
than in the case of D = 1 mm, but in most cases, the pressure did not reach the input pressure 
within T = 0.1 s. The final pressure values corresponding to the input, which were the initial 
pressure values corresponding to the next input, changed the subsequent pressure trajectories 
extensively. This means that the effect of an input was also propagated to the results of the 
following inputs. In the case of D = 4 mm, the estimated value was not similar to the target 
value. The trajectories of pressure values in the pipeline were almost the same among the 
locations. The pressure values slowly changed after the transition of the input, and in most cases 
reached the input pressure at the end of a single input. Therefore, the pressure values generated 
by an input hardly affected the results of subsequent inputs.

Fig. 4.	 Examples of results of NARMA model emulation task for different diameters (simulation). (Left) Target 
and estimated values. (Right) Pressure in the tube used for the estimation. In the right panels, noise added in the 
evaluation is not shown.
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	 Figure 5 shows results for different pipeline lengths. In the case of D = 2 mm, changing the 
pipeline length affected the response speed. As shown in Fig. 5(a), shortening the pipeline made 
the response reach the input pressure. In this case, the estimation performance was worse than 
that for other lengths (Fig. 3). In the case of D = 3 mm, changing the pipeline length changed the 
trajectory of pressure. When the pipeline was short, the pressure responses were almost the same 
among the locations. When the pipeline was long, the trajectory in the beginning of response 
varied among the locations. In this case, lengthening the pipeline improved the estimation 
performance (Fig. 3).

3.3	 Step response

	 To present how the dynamics of the pressure are regulated according to the parameters of 
pipelines more clearly, we simulated step responses of the pressure. Pressure in the simulated 
instruments was set to 200 kPa and pressure in the first chamber was instantly changed to 
205 kPa. These pressures corresponded to the central and maximum values of the input of the 
NARMA emulation task. The responses were simulated for the combination of the diameter 
D = 1, 2, 3, and 4 mm and the length L = 0.6, 1, 1.4, and 1.8 m.

Fig. 5.	 Examples of results of NARMA model emulation task for different tube lengths (simulation) with (a) D = 
2 mm and (b) D = 3 mm. (Left) Target and estimated values. (Right) Pressure in the tube used for the estimation. In 
the right panels, noise added in the evaluation is not shown.

(b)

(a)
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	 Figure 6 shows the simulated step responses in all combinations. As the diameter was 
increased, the pressure response was changed from the step-like trajectory to smooth trajectory 
with initial step-like or complicated response, and the variability of pressure values between 
sensors was decreased. When the length of the pipeline was increased, the onsets of responses 
were delayed in proportion to the distance between the sensor and the inlet. This increased the 
variability of pressure values between sensors in the beginning of response. In the cases of 
D = 2 mm, as the length was increased, the responses following the complicated trajectory were 
slowed down, and the variety of sensor values at the time of input interval T (vertical dotted lines 
in Fig. 6) was increased. In the case of D = 1 mm, the response in the chamber slowed down as 
the length was increased and approached a constant value, and the sensor values at the time of 
input interval T were almost equally distributed between the input and the original pressure.

3.4	 Memory capacity

	 To evaluate the performance of fading memory of the pipeline quantitatively, we calculated 
an index of memory of the pipeline with various parameters. The index, memory capacity,(26) is 
defined on the basis of the result of the task to retrieve past input from reservoir response. We 
calculated the memory capacity for each combination of conditions in the NARMA emulation 
task. First, the weights for estimation were optimized to estimate the k-sample delayed input 
sequence, i.e., yi = xi−k. Then, k-delay memory capacity was calculated as follows:

	
( )

( ) ( )

2

2 2
,

,i k i
k

i i

cov x  y
M

ˆ
C

x ŷσ σ
−= 	 (27)

Fig. 6.	 Step responses of pressure in the pipeline (simulation). Vertical dotted lines show the time length of input 
interval (T = 0.1 s) in the NARMA emulation task.
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where cov(x, y) was the covariance between x and y, and σ2(x) was the variance of x. The memory 
capacity was calculated as follows:

	 1 ,maxN
kkMC MC

=
=∑ 	 (28)

where Nmax was the maximum delay we considered, which was 20 samples in this study.
	 Figure 7(a) shows the memory capacity under the conditions of diameter and length. The 
maximum memory capacity was marked in the cases around D = 2 mm and L ≥ 1.0 m. The 
results show that longer tubes have larger memory capacity when D ≥ 2 mm; however, the 
capacity hit the ceiling at around 3. Figure 7(b) shows the k-delay memory capacity under the 
conditions with D = 1, 2, 3, 4 mm. Most conditions have high 1-delay memory capacity, and the 
difference between the conditions was mainly caused by the amount of 2-delay memory 
capacity. When the delay was larger than 2, the k-delay memory capacity rapidly decreased in 
the cases with D ≥ 2 mm. In the cases with D = 1 mm, the k-delay memory capacity with k ≥ 2 
had a long-tailed distribution, and its amount was larger in short tubes. 

3.5	 Discussion

	 For the experimental settings in the simulation, we found that the diameter and length 
affected the computation performance. In the cases that we evaluated, parameters around D = 

Fig. 7.	 Memory capacity of the simulated pipeline. (a) Memory capacity under the conditions of the NARMA 
model emulation. The mean memory capacities were calculated by eightfold cross-validation. Error bars indicate 
standard errors. (b) k-delay memory capacity (MCk). The mean values by eightfold cross-validation are plotted.

(b)(a)
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2 mm and L ≥ 1.0 m were optimal in terms of RMSE. The first effect of the parameters is on the 
memory function. As shown in Fig. 4, in the case with the optimal diameter, pressure values in a 
single step include the information of current and previous inputs as the distribution of pressure 
between sensors and time points. In addition, transient pressures at some locations at the time of 
updating the input provides information about the input two steps earlier for the response to the 
new input. As the output of the third-order NARMA system depends on the input two steps 
earlier, the information was used effectively in the task. When the diameter is large, as shown in 
Fig. 6, the flow in the pipeline is large, and the pressure in the pipeline and chamber quickly 
reach the input pressure. This prevents the propagation of the input two steps earlier; however, 
lengthening the pipeline makes the transient state longer and increases its memory capacity. 
Additionally, as shown in the beginning of step responses (Fig. 6), the length of the pipeline also 
enhances the function as a delay line, and makes the pipeline preserve the previous state directly. 
Thus, with the adequate diameter and length of the tube, the delay of pressure propagation leads 
to the memory of past inputs. The effect of past inputs gradually disappears as a result of 
friction, thus providing the fading memory required for reservoir computing.(9,13) When the 
diameter is small, as the case with D = 1 mm, the pressure propagation in the tube is extremely 
slowed down. In these cases, the pressure at the end of the pipeline hardly changes, and the 
distribution of pressure in the pipeline is mostly determined by only the current input pressure. 
This decreases the memory capacity, and leads to a peak of the memory capacity around a given 
diameter, which would correspond to the peak in RMSE. However, it leads to a weak but long-
term memory of the information on past inputs, as shown in Fig. 7(b). This effect decreases with 
long tubes because the pressure propagation is almost halted. The effect of long-term memory 
might be advantageous in tasks that require the memory of distant past inputs.
	 The second effect of the parameters is to provide various mappings from the input. For the 
optimal diameter and length, the response of the pressure in the pipeline has a complicated 
shape. The response has different pressures at different locations and time points, resulting in 
high dimensionality. Additionally, the pipeline as a delay line makes the spatially distributed 
sensors have similar function as time multiplexing, which also leads to high-dimensional 
mapping. On the other hand, the response is nearly constant at each location in the case of a 
small diameter. Besides, the response in the case of a large diameter and short length is similar at 
all locations. These phenomena will decrease the effective dimension of the pressure values. 
Nonlinearity of the mapping would contribute to the result of the NARMA emulation task 
because the emulated system requires nonlinear computation; however, the effect of nonlinearity 
should be investigated more extensively by using indices that deal with nonlinear effects, e.g., 
information processing capacity.(27)

	 The memory capacities and mapping in the pipeline will also be affected by the number of 
sensors K and time multiplexing M. Increasing the number of sensors will be beneficial to 
increase the dimension of signals without increasing the number of time multiplexing. This will 
affect the high-dimensional mapping implemented by the reservoir. These effects are required to 
be investigated for the design of the pneumatic reservoir in future works.
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4.	 Application to a Soft Exoskeleton

	 To show the proposed method in a real application, we applied it to the posture estimation of 
a soft exoskeleton. We have already developed a soft exoskeleton for lower limbs using 
PARMs.(25) In a previous study, we used some of the PARMs as sensors to detect the timing in 
the gait phase to apply an assisting force to the wearer.(25) In the present study, we used PARMs 
to continuously estimate the joint angle toward achieving precise assistance. We supposed that 
the air connection of PARMs for the estimation was separated from the PARMs for actuation as 
in the previous study.(25) In the following experiment, we used the PARMs only for estimation.
	 As shown in Figs. 8(a) and 8(b), two PARMs on the thighs of the wearer are used for the 
estimation. Note that the PARMs are not used as actuators but as chambers. The two PARMs are 

Fig. 8.	 Posture estimation of a soft exoskeleton using the proposed method. (a) Overview of hardware 
configuration, (b) estimation system, (c) experimental setup, and (d) example of tube connection (inner diameter 2 
mm, sensor interval 1.4 m).

(c) (d)

(b)(a)
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connected by a tube, and pressure sensors are placed on the tube. Before their use, the internal 
spaces of the pipeline and the PARMs are filled with pressurized air and sealed by a hand bulb 
on the supply port. When the wearer moves his/her right leg forward, the PARM on the right 
thigh is elongated and pushes the internal air into the tube. This changes the pressure in the tube, 
and the pressure is measured by the sensors. The measured pressure signals are used to estimate 
the thigh angle q(t) using the following equation:

	 ( ) 0 1 1 ,ˆ K M
kj mkk j

Tq t w w P t T j
M= =

 = + − + 
 

∑ ∑ 	 (29)

where w0, w11, ..., wKM are the weights used for the estimation, which are optimized using ridge 
regression before the estimation, K is the number of pressure sensors, M is the number of 
samples used for the estimation, Pmk(t) is the pressure measured by the kth sensor at time t, and 
T is the width of the time window for the samples used in the estimation.
	 We examined the feasibility of the method and the effect of the tube parameters in an 
experiment. Figure 8(c) shows the experiment setup. We used a soft exoskeleton with two 
PARMs(25) (Bridgestone, length 0.3 m, inner diameter 9.5 mm) on the back of the left and right 
thighs in this study. The two PARMs were connected to the back of the waist and the top of the 
calves. A tube (Pisco, UBT series, polyurethane) was connected to the PARMs, as shown in 
Fig. 8(d), and four pressure sensors (SMC, PSE530) were attached to the tube at predetermined 
intervals using fittings (Pisco, Mini series). We prepared three types of tube connection with 
inner diameter D = 2 mm and sensor interval L = 1.4 m, with D = 4 mm and L = 1.4 m, and with 
D = 2 mm and L = 0.6 m. The sensor values were measured using a data acquisition device 
(National Instruments, NI USB-6211) and software (National Instruments, DAQExpress) with a 
sampling frequency of 31.25 kHz. To measure the angle of the right thigh, which was the value 
to be estimated, ping-pong balls were attached on the side of the waist and knee of the soft 
exoskeleton. The balls were used to reconstruct the thigh angle from the recorded video (frame 
rate 29.97 fps) by an in-house program using a computer vision library (OpenCV). A motorized 
treadmill (Alinco, AFW1014) was used to measure the gait movement in a restricted space. The 
thigh angle and pressure signals were resampled with a sampling frequency of 50 Hz. The 
parameters used in the estimation are shown in Table 2.
	 In the experiment, an able-bodied participant (male, 36 years old) wore the soft exoskeleton. 
The PARMs and tube were filled with pressurized air to about 100 kPa(G), for which it has been 
confirmed that gait timing can be detected.(25) The wearer walked on the treadmill for 28 s at 
four different speeds (1 , 2, 3, and 4 km/h). The pressure in the tube and the video for measuring 

Table 2
Parameters in the posture estimation experiment.
Parameter name Value
Number of sensors K 4
Number of samples for estimation M 5
Width of time window T 1×10−1 s
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the right thigh angle were recorded. The experiment was performed with D = 2 mm and 
L = 1.4 m, D = 4 mm and L = 1.4 m, and D = 2 mm and L = 0.6 m.
	 In the evaluation, fourfold cross-validation was performed. The data for each walking speed 
were divided into seven 4 s blocks. We picked up the first, third, fifth, and seventh blocks and 
constructed four data sets that include data for all speeds. Using three of the four sets as training 
data, we optimized the weights for the estimation. Again, ridge regression with α = 10−3 was 
used. Using the other set as the test set, we estimated the output sequence from the pressure, and 
the RMSE was calculated for each combination of tube properties and speed. Note that the 
weights were commonly used for all speeds, but the error in the test data was evaluated for each 
speed because we observed that the error depended on the speed. This process was repeated for 
every selection of the test set.
	 Figure 9 shows the mean RMSE of the thigh angle estimation. For the speeds of 2, 3, and 
4 km/h, the tube with D = 2 mm and L = 1.4 m showed a smaller error than the other tubes, 
consistent with the simulation results. For the speed of 1 km/h, all tubes showed a similar 
RMSE.
	 Figure 10 shows examples of the estimation results. The target thigh angle, the estimated 
angle [Fig. 10(a)], and the pressure signals used for the estimation [Fig. 10(b)] are shown. The 
tubes with D = 4 mm gave a larger estimation error than the tubes with D = 2 mm. This was 
caused by the decreased dimension of the pressure signals with D = 4 mm, shown in Fig. 10(b). 
The difference of dimensions was more clearly shown by principal component analysis.(28) For 
each walking speed, the pressure signals were decomposed into principal components, and the 
ratio of each component’s variance to the total variance, which was referred to as the variance 

Fig. 9.	 Performance of the posture estimation. The mean RMSE was calculated by fourfold cross-validation. Error 
bars indicate standard errors.
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explained, was calculated. Figure 11(a) shows the results. The variances were concentrated to the 
first two principal components under all conditions, and the variance of the second principal 
component was smallest when D = 4 mm, which shows that the effective dimension of the 
pressure signals was smallest in this case. The analysis was also applied to KM-dimension 
signals for the estimation, i.e., [Pm1(t−T/M), Pm1(t−2T/M), ..., PmK(t−(M−1)T/M), PmK(t−T)]. The 
results of analysis also showed a similar tendency to the former one [Fig. 11(a)]. The error in the 
estimation for the speed of 1 km/h was high under all conditions. As shown in Fig. 10(b), 
decreased dimension of the pressure signals was also found in this case, and this phenomenon 

Fig. 10.	 Examples of the results of posture estimation. (a) Target and estimated values. (b) Pressure in the tube used 
for the estimation.

(b)

(a)
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was also shown by the small variance of the second principal component in Figs. 11(a) and 11(b). 
This was caused by the frequency characteristic of the air in the pipeline, which passes the low-
frequency pressure with little phase delay.(29) For actual application in soft robotics, the 
computational ability of the method should be assessed from the viewpoint of frequency 
characteristics, which will be our future work.
	 The estimated angles had the error of 5.5° in the best cases (Fig. 9, D = 2 mm, L = 1.4 m, 
speed of 3 or 4 km/h). The error is comparable to the angle estimated by soft sensors for an 
exosuit under high running speed (e.g., nearly 5° for hip angle with a running speed of 2.7 m/s).(30) 
The estimated angles are not adequate for precise angle control; however, they would be usable 
for the state estimation of gait, e.g., the estimation of gait mode (walking or running) or gait 
phases (initial contact, loading response, mid-stance, terminal stance, pre-swing, initial swing, 
mid-swing, and terminal swing),(31) which is required for selecting the adequate control mode. 
Our previous study of the method using the PARMs detected only the beginning of the pre-
swing phase, recognized the time of a gait cycle, and sent predefined cyclic control signals.(25) 
The continuous estimation of the angle in the present study would contribute to generate control 
signals, which is adaptive to the change of the gate phase period during walking and assist the 

(a)

(b)

Fig. 11.	 Variance of principal components of the pressure. (a) Original K (4)-dimensional sensor signals. (b) KM 
(20)-dimensional signals that were used for the posture estimation. The variances of only the first six principal 
components are shown.
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wearer’s body in more adequate timings. The present results are in the simplest case of the 
pneumatic reservoir computing, which has only one tube connection. Future work will be 
required for improving the results using extended instruments with multiple chambers and tube 
connections.

5.	 Conclusion

	 In this paper, we proposed a framework that can be used for the state estimation of soft robots 
by exploiting the dynamics of air in tubes connecting chambers in the robots. We focused on a 
case with a single tube, and showed that the framework can be used for a benchmark task and 
that the inner diameter and length of the tube affect the computational ability. We implemented a 
physical system based on the framework and applied it to posture estimation of a soft 
exoskeleton. The results showed that the system with a suitable diameter and length of the tube 
can be used for this purpose. Future issues include investigating the effect of parameters of input 
(e.g., number of sensors and signal frequency) on the estimation accuracy, and the performance 
of the method with more chambers and tube connections.
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