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	 In this paper, we present a study of the license plate recognition (LPR) system for Taiwanese 
vehicles using a cascade of You Only Look Once version 4 (YOLOv4) detectors. The LPR 
system is composed of a vehicle detection model, a license plate (LP) detection model, an LP 
corner prediction model, and an LPR model. Herein, the pretrained YOLOv4 model was directly 
applied to vehicle detection. The YOLOv4 framework was adopted in the LP detection and LP 
recognition models, performing transfer learning on each model. Furthermore, to enhance the 
accuracy of the LPR system, an LP corner prediction model was developed in this study to 
predict the four corner positions of an LP to perform a perspective transformation on the plate 
for alignment purposes. The experimental results show that our LPR system achieves an 
accuracy of 98.88% when tested on 2049 images of the application-oriented LP dataset, 
outperforming most LPR systems reported in the literature.

1.	 Introduction

	 Deep learning is one of the hottest research topics today and has been widely used in various 
research fields. In addition, it has fruitful research results in computer vision and image 
recognition.(1–18) For example, the most common techniques of deep learning in image 
recognition applications are image classification,(4–6) object detection,(7–10) semantic 
segmentation,(11,12) face recognition,(13,14) and license plate recognition (LPR).(15–18) 
	 An object detection task requires the detection and recognition of specific objects in an image 
or a video. Today, object detection models that are commonly used involve EfficientDet(8) and 
You Only Look Once (YOLO).(9,10) The Common Object in Context (COCO) dataset(19) can be 
used to train an object detection model to recognize up to 80 types of object, including people, 
cars, cats, and dogs. Thus, such techniques can be widely applied to different fields, such as 
intelligent transportation, intelligent image analysis and retrieval, smart home, and smart 
security. However, the well-established object detection techniques have a limitation in that they 
can only detect objects in a pretrained model, such as the 80 types of object in the COCO 
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dataset. However, transfer learning must be performed to detect objects that are not contained in 
the COCO dataset. In this manner, object detection techniques can be applied to various 
disciplines.
	 However, LPR technology is also combined with deep learning in the recent literature(3,15–18) 
to provide higher recognition efficiency and robustness. The traditional LPR system generally 
includes three main steps: vehicle detection, license plate (LP) location, and LP character 
recognition. Nowadays, an end-to-end model is used in more research studies to simultaneously 
integrate the above three processes to create the LPR system. Typical LPR applications include 
the parking lot’s automatic management and charging system, the automatic billing system on 
the roadside, and so forth. Moreover, LPR is often combined with the intelligent transportation 
system,(20–22) which integrates the management of people, roads, and vehicles, and provides real-
time information to improve the efficiency and safety of the transportation system. Its application 
field is broad.
	 Given this, we propose a cascade of You Only Look Once version 4 (YOLOv4) detectors for 
the Taiwan LPR system. That is, the model architecture of YOLOv4(9) is adopted for the three 
models of vehicle detection, LP detection, and LP character recognition in the system. 
Nevertheless, transfer learning will be required for the LP detection and LP character recognition 
models. In addition, an LP corner prediction model is also developed to find the four corners of 
the LP and to perform a perspective transformation on the tilted LP image for LP alignment. 
This function is enabled after LP detection but before LP character recognition because the 
corrected LP image will help improve the accuracy of the LPR system.
	 In the following, the datasets used in this study and the annotations for the datasets are 
described in Sect. 2. An LPR system for Taiwanese license plates is presented in Sect. 3. The 
experimental results are provided in Sect. 4 and the conclusions of this study are given in Sect. 5.

2.	 Materials and Annotations

2.1	 Materials

	 In this study, two datasets were used. The first is the application-oriented license plate 
(AOLP) dataset.(23,24) It contains 2049 images representing various locations, times, and traffic 
and weather conditions. The AOLP dataset is categorized into three subsets, namely, access 
control (AC), law enforcement (LE), and road patrol (RP), to provide image samples for the three 
major applications. The second is a dataset that we collected, with a total of 11652 images. Then, 
we provided these two datasets to the three models of LP detection, LP corner prediction, and LP 
character recognition for training and testing the models. The detailed information is presented 
in Table 1.

Table 1
Materials used for LP detection, LP corner prediction, and LP character recognition models.
Item Our collection AOLP Total
Training set 8156 0 8156
Test set 3496 2049 5545
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2.2	 Annotations

	 As it is necessary to label our dataset, a set of tailor-made labeling software for LP images 
was developed, as shown in Fig. 1. First, Fig. 1(a) shows the first stage of labeling. When an LP 
image is opened in the software, the labeler marks the four corners of the LP with this software 
in a clockwise order from the upper left, upper right, lower right, and lower left. When the four 
corner points are marked, a small window will pop up for the labeler to enter the number and 
type of LP: black characters on white background, red characters on white background, electric 
vehicles, and others. In such manner, we can obtain four lines of labeled information of this LP: 
(i) the four corners of the LP, (ii) the LP number, (iii) the LP type, and (iv) the bounding box of 
the LP, of which (iv) is calculated on the basis of (i).
	 Among the four lines of labeled information, the information in (iii) and (iv) will be used to 
train the LP detection model; the information in (i) will be used when training with the LP 
corner prediction model. Next, the second labeling stage is for the LPR model, as shown in 
Fig. 1(b). The LP image is corrected first on the basis of the information in (i) and (ii), and then 
the labeler labels the bounding box of each character.

(a)

(b)

Fig. 1.	 (Color online) Schematic of developed annotation tool: (a) labeling for LP corners, characters, and type; (b) 
labeling for LP characters’ bounding boxes.
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3.	 Proposed LPR System

	 Figure 2 shows the flow chart of the LPR system. The input image will be processed 
successively by the four models of the YOLOv4 detector for vehicle detection, LP detection, LP 
corner prediction for LP correction, and LP character recognition, which is the entire LPR 
process. Among them, the three models of vehicle detection, LP detection, and LP character 
recognition are of YOLOv4 architecture. Transfer learning is required for the latter two to 
perform the corresponding tasks. An LP corner prediction model is developed in this study to 
correct the LP image. The four models are then introduced sequentially.
	 In this paper, the pretrained YOLOv4 model is directly applied in the vehicle detection task 
because it is one of the state-of-the-art models in today’s object detection. In the LP detection 
task, transfer learning is required for the YOLOv4 model. Therefore, Table 1 shows the data 
used for model training and testing. Furthermore, in addition to performing the LP detection, 
this model is also trained to recognize the LP types, including black characters on white 
background (Type I), red characters on white background (Type II), electric vehicle LPs (Type 
III), and other LPs (Type IV), as shown in Table 2. In other words, this model has two functions: 
LP detection and LP recognition.

Fig. 2.	 (Color online) Flowchart of presented LPR system.

Table 2
Collected LP types used for LP detection model.
License plate type Training set Test set
Type I 7527 5261
Type II 547 243
Type III 55 24
Type IV 27 17
Total 8156 5545
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	 The framework of the LP corner prediction model is shown in Fig. 3, and all sizes are 
expressed in the form of W × H × C. The size of the input images is 128 × 64 × 3; then, two 
convolutional layers using kernel size = 3 × 3, filters = 32, and stride = 1 are connected. 
Conv_BR (3 × 3, 32, 1) means that this block contains Convolutional layer + Batch Normalization 
+ ReLU activation three-layer connection. The MP_Dropout (2 × 2, 0.25) in the figure means 
that the block contains 2 × 2 Max Pooling and Dropout of 0.25 two-layer connection. A total of 
nine convolutional layers are used in this model. Sigmoid activation is adopted in the final 
output layer to output four corner coordinates of the LP. The mean squared error (MSE) loss 
function and Adam optimizer are adopted during the training of this model, and training is 
performed at the parameter configuration of batch size = 1024, and epoch = 300; then, the model 
with the lowest loss is saved. After the four corner coordinates of the LP are obtained with this 
model, perspective transformation can be performed to correct the image of the LP for 
subsequent LP character recognition.
	 Finally, in the LP character recognition task, each character in the LP is considered as an 
object and then the YOLOv4 is adopted for transfer learning, so this model needs to recognize 
0–9 and A–Z (excluding O), a total of 35 character objects. The images used in this model 
training are shown in Table 1, including a total of 52599 character objects.
	 In the inference phase of the LP character recognition model, after all the character objects in 
the LP image are detected, the LP number of the LP image can be obtained by sorting these 
detected character objects from left to right on the basis of the position of each object’s bounding 
box to complete the LPR task.

Fig. 3.	 (Color online) Framework of presented LP corner prediction model.
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4.	 Experimental Results

	 The overall workflow of our LPR system is shown in Fig. 4. After the image is input, vehicle 
detection, LP detection, LP corner prediction, and LP recognition will be performed 
consecutively to obtain the LP number and type. The experiments in this study include 
determining the performance of LP detection, the accuracy of LP recognition, and the execution 
time of the entire system. The data used in the test is shown in Table 1 and the development 
environment is shown in Table 3.
	 The performance test of LP detection includes the following: The first is determining the LP 
detection rate, which can accurately detect the proportion of the number of LPs in all LP images. 
The formula is shown in Eq. (1), where the number in the denominator is 5545, as shown in 
Table 2. The second is the LP type accuracy, which can correctly determine the proportion of the 
number of LP types in all LP images. The formula is shown in Eq. (2) and the test results are 
shown in Table 4. An overall LP detection rate of 98.81% and an LP type accuracy rate of 
98.59% can be obtained by the method mentioned in this paper.

	
      
     

number of detected license platesLP detection rate
number of all test license plates

= 	 (1)

	
         

     
number of correct typerecognitionof license platesLPtypeaccuracy

number of all test license plates
= 	 (2)

	 Then, among the 5479 LPs successfully detected, the confusion matrix of four LP types and 
various true positive rates (TPRs) and precision values were further analyzed, as shown in 
Table 5. Overall, except for the poor TPR of Type IV, the results of the other three categories are 
excellent, with TPR above 99% and precision above 93%.

Fig. 4.	 (Color online) Schematic diagram of proposed LPR system.
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	 In the LPR performance test, two experiments were conducted. The first is performing LPR 
directly without employing the proposed LP corner prediction. The second is performing LP 
corner prediction prior to the LPR stage. Table 6 gives the test results, which show that the 
accuracies obtained without and with LP correction are 79.53 and 98.47%, respectively. This 
result confirms that the accuracy obtained with LP correction is considerably improved and the 
effect is marked.
	 The last test deals with the operating time of the LPR system. In this test, a total of 3313 
images were used for testing and obtaining the average operating time in each sub-item and the 
overall system, as shown in Table 7. The experimental results show that the average operating 
time of the system mentioned in this paper is 0.113 s when executing the overall LPR system, and 
the real-time work is allowed.

5.	 Discussion

	 Table 8 gives an accuracy comparison for LPR among this study and four recently published 
counterparts. Ideally, models must be tested using the same dataset for performance comparison. 
Therefore, Refs. 15–18 were employed as comparison counterparts because they used the open-
access AOLP dataset as the test data. As previously mentioned, the AOLP dataset is composed 
of three subsets: AC, LE, and RP, in which 681, 757, and 611 images are given, respectively. 

Table 3
Development environment for LPR system.
Programming language Python
Library CUDA, PyTorch, Numpy, OpenCV

Hardware

OS: Windows 11 (64-bit)
CPU: AMD Ryzen 5 3600 (3.6 GHz)

RAM: DDR4-3200 (16 GB)
GPU: NVIDIA GeForce RTX 3070 (8 GB)

Table 4
Performance of LP detection rate and LP type accuracy.
Item LP detection rate (%) LP type accuracy (%)
AOLP 99.71 99.61
Our collection 98.28 98.00
Overall 98.81 98.59

Table 5
Confusion matrix for LP type recognition.

Real case Predicted case TPR
(%)

Precision
(%)Type I Type II Type III Type IV

Type I 5210 5 1 0 99.88 99.92
Type II 1 235 0 1 99.16 97.51
Type III 0 0 14 0 100.00 93.33
Type IV 3 1 0 8 66.67 88.89
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	 As shown in Table 8, it is experimentally validated that the proposed model provides 
accuracies of 98.68, 99.60, and 98.20% in the AC, LE, and RP test data, respectively. The 
accuracy of this study shows that the AC and LE test data rank first and the RP test data ranks 
second, in comparison with their Refs. 15–18 counterparts. Moreover, this work substantially 
outperforms Ref. 16 on the AC and RP test data.
	 In terms of overall accuracy, the proposed model achieved an accuracy as high as 98.88%, 
which outperformed Ref. 16 (94.66%), Ref. 17 (97.20%), and Ref. 18 (97.70%). It must be pointed  
out that only 1891 images out of the AOLP dataset (2049 images) were used for the performance 
test in Ref. 15; thus, the overall accuracy in Ref. 15 was not provided in Table 8. Finally, in this 
study, the excellent performance of the presented LPR system was experimentally demonstrated.

6.	 Conclusions

	 In this paper, we proposed using multi level YOLOv4 detectors to develop the Taiwan LPR 
system. The test data showed that this method performed well. Moreover, the presented LP 
corner prediction model was integrated into the system to correct the LP image before the LPR. 

Table 7
Processing time in every model and entire system.
Item Time spent (s) Input image size (W × H)
Vehicle detection 0.040 608 × 608
LP detection 0.036 608 × 608
LP corner prediction 0.003 128 × 64
LP recognition 0.034 320 × 320
Overall 0.113 –

Table 8
Accuracy comparison among this work and counterparts in AOLP dataset.

Method Accuracy (%)
AC LE RP Overall

Proposed 98.68 99.60 98.20 98.88
[15]1 97.60 99.50 99.00 –
[16] 93.75 98.91 90.42 94.66
[17] 97.80 97.40 96.30 97.20
[18] 96.91 98.01 98.20 97.70
1Only 1891 images were used for the test.

Table 6
LPR accuracy analyses.

Item LPR accuracy with/without performing LP alignment
Without (%) With (%)

AOLP 83.75 98.88
Our collection 77.06 98.23
Overall 79.53 98.47
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As a result, the accuracy was improved significantly. Its performance was more excellent and 
leading compared with those of the related methods described in the literature. Furthermore, the 
LP type recognition was appended in this system and its accuracy reached 98.59%.
	 In the future, we plan to develop an end-to-end LPR model to combine all the functions 
distributed over this work into a single model, which is expected to provide higher performance 
than this study.
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