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	 On the basis of the ant colony routing algorithm, we propose an improved energy-efficient 
routing algorithm based on power-saving ant colony optimization (PSACO). Taking into account 
the residual energy of wireless sensors as a parameter, the proposed algorithm ensures the route 
between the source and destination nodes to be optimal more efficiently and quickly, and finds 
an optimal solution that prolongs the network’s lifetime as long as possible. In improving the 
previous ant colony routing algorithm, an advanced bionic intelligent algorithm is integrated as 
it is known for its excellent distribution and the on-demand energy-saving mechanism. The 
proposed algorithm selects the best path to balance the network load and achieve positive 
feedback using distributed computing. The test of the proposed algorithm for measuring the 
vibration characteristics of a bridge validates that the improved ant colony routing algorithm is 
energy-efficient and robust, and shows excellent network load balancing with positive feedback. 
Therefore, the improved ant colony routing algorithm proves its superiority in wireless sensor 
network routing.

1.	 Introduction

	 The fundamental problem of wireless sensor networks (WSNs) is how to prolong their 
operational time using limited energy resources, given that they need a continuous power supply. 
The reduction in energy consumption or the effective energy management of the sensor network 
is thus critical for developing the networks. Typically, power control methods are used for saving 
energy for WSNs.(1) By adjusting the transmission power of the sending node, the power control 
algorithm improves channel spatial reuse, reduces interference to neighboring nodes, and 
increases the network capacity. However, the power control algorithm must be distributed, 
simple, robust, and scalable, adapting to different network conditions.(2)

	 Current research on wireless ad hoc network power control technology mainly focuses on 
power control at the link and network layers.(3) At the link layer, power control technology 
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provides parameter information about the link using interactive control information before 
sending data packets with the conflict-avoidance protocol.(4) At the network layer, the power 
control algorithm dynamically changes the network’s topology and route selection by adjusting 
the transmitting power to achieve optimal network performance. In this way, a power control 
mechanism combines the network and link layers.(5)

	 We consider the energy consumption problem of WSNs at the level of single nodes and the 
whole network.(6) Through the analysis of wireless sensor nodes including hardware, software, 
and collaboration between them, low-power consumption and high-reliability electronic 
components are selected to minimize component loss and meet the requirements. In choosing 
software, the ability to extract characteristic signals from the sensor unit and transmit them in 
fewer data frame formats is considered to reduce energy consumption during data transmission. 
Then, the microprocessor can be set to different sleep modes in the idle state, and the wireless 
module can be put to sleep to save energy when it has no data sending or receiving task.(7)

	 To minimize energy consumption when transmitting data from the start node to the 
destination node, the network layer’s routing protocol algorithm extends the network’s life. The 
ant algorithm, a bionic intelligent algorithm, is used with the remaining energy of the wireless 
sensor. When an on-demand energy-saving mechanism is adopted, the algorithm only starts on a 
request. The collective behavior of actual ant colonies inspires the ant algorithm as the ants form 
a highly organized group with a well-assigned role of labor, mutual communication, and 
information transfer to complete complex tasks beyond the ability of individual ants. The 
optimal path between the source and destination nodes is selected to prolong the network 
lifetime as much as possible.(8) These characteristics are ref lected in the ant colony 
algorithm and fit into the use of the algorithm for WSNs.
	 Therefore, we develop an improved energy-efficient routing algorithm for WSNs based on 
the power-saving ant colony optimization algorithm (PSACO algorithm). As the PSACO 
algorithm uses the residual energy of wireless sensors, it has advantages in energy efficiency, 
network load balancing, robustness, positive feedback, and distributed computing. A simulation 
using the PSACO algorithm for the bridge health monitoring model was carried out to validate 
its efficiency. With the analysis of the energy consumption in WSNs from the perspectives of a 
single node and the whole network, solutions in hardware, software, and collaboration between 
them in WSNs can be found effectively. The algorithm can also be used for solving the energy 
consumption problem and finding energy-efficient routing for WSNs.

2.	 Methods 

2.1	 Principle of ant colony algorithm

	 Ants in nature have the behavior of releasing pheromones along their foraging paths.(9) 
Released pheromones leave pheromone trajectories that have the information on ants’ movements 
to complete the complex task of finding the shortest path from the nest (source node) to the food 
source (destination node). Ants can make a decision on the basis of the pheromone concentration 
on the path, and the path with the highest pheromone concentration is found to be optimal. In the 
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beginning, the path chosen by ants is not necessarily the shortest. Assuming that all ants advance 
at the same speed, the path taken by the first ant returning to the nest is the shortest path found. 
The short path has a higher pheromone concentration, which attracts more ants to take this path. 
This positive feedback mechanism enables the colony to find the shortest path between the nest 
and the food source as illustrated in Fig. 1.(10)

2.2	 Measuring point optimization principle based on improved ant colony 
algorithm

	 Power-saving ant colony optimization (PSACO) is an on-demand algorithm, derived from the 
ant colony algorithm. In using PSACO for WSNs, the energy of the battery of the wireless sensor 
node and its variance are used as the objective functions of pathfinding.(11) The algorithm only 
needs to use local network state information, so it has strong distribution and robustness. The 
random small probability mutation strategy is designed to prevent premature convergence and 
avoid the routing result falling into the local optimal solution. At the same time, to ensure 
Quality of Service (QoS), the algorithm sets a hop limit.
	 In this algorithm, artificial ants play different roles at different times. The artificial ants that 
start from the source node and do not reach the destination node are called advancing ants, 
which follow the local pheromone release rule. The artificial ants that arrive at the destination 
node are called return ants, which follow the global pheromone release rule. The initial 
pheromone concentration is set as constant. To avoid stagnation in the searching path, the upper 
and lower limits of pheromone concentration are set in the pathfinding process by referring to 
the idea of the max-minimum ant system. The mutation strategy is added in the advancing ant 
path finding process to prevent the search from falling into the local optimal. Returning ants 
must release more pheromones than advancing ants to speed up the convergence of the algorithm 

Fig. 1.	 (a) Ant foraging map 1 and (b) ant foraging map 2.

(a) (b)
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for finding the optimal solution in a short time. According to the actual needs of WSNs, the 
optimal route except the optimal solution is saved as the standby route in case of link failure, 
thus increasing the robustness of the algorithm.

2.2.1	 Definition of algorithm 

	 According to Eq. (1) of the basic ant colony algorithm, the amount of pheromone deposited by 
the kth ant on the path (i, j) at the time interval (t, t+1) is defined as
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where pi and pj are the remaining battery energies of nodes i and j, respectively, and λ > 0 is the 
coefficient parameter. λ is generally set to 0.2–0.8.
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(i and j are neighbor nodes)

	 In this algorithm, the visibility reflects the degree of balance of energy consumption between 
nodes. If the energy consumption of nodes is unbalanced, the variance increases, the visibility 
decreases, and the probability of ants choosing the visibility also decreases. θ > 0 is the 
coefficient parameter, which is usually set to 0.5–1. φ is a small coefficient generally between 
0.1 and 0.5.

	 The local pheromone renewal equation for advancing ant k is

	 ( ) ( ) ( ) ( ), ,, 1 1  , 1 .k
i j i jt t t t tτ ρ τ ρ τ+ = − ⋅ + ⋅∆ + 	 (3)

	 The pheromones released by advancing ants along the path help ants accelerate the search. 
The global pheromone update equation for returning ants is as follows.

	 ( ) ( ) ( ) ( )1 1,1, ,i j i j i jτ τ τρ ρ ⋅∆= − ⋅ + 	 (4)

	 Returning ants release pheromones only to the links on route L between the source node and 
the destination node. Thus, when (i, j) belongs to the links on this route, Eq. (5) is deducted from 
Eqs. (1)–(4).
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where Pmax is the maximum remaining battery energy of a node on the path, P is the 
average remaining battery energy of a node on the path, and δ is a small constant, i.e., 0.1 
in this study.

2.2.2	 Implementation of algorithm 

A.	Model initialization
	 The initialization process of the model is shown in Fig. 2. The number of ants must be set 
according to the actual requirements. If there are too few ants, the search scope becomes small, 
and it is easy to fall into a local optimal route with the obtained route suboptimal. If there are too 
many ants, although the search scope is expanded, the convergence becomes slow. An 
experiment shows that better routing is obtained when the number of ants is similar to the 
number of nodes. Therefore, the number of ants selected is supposed to be equal to the number 
of nodes. A taboo table is set to prevent ants from visiting nodes that have already been visited; 
otherwise, a loop is formed. Then, all nodes are initially set as unvisited nodes. The pheromone 
concentration of all links is set to a constant. The initial state of all ants is set to be alive. To 
simulate the different requirements of different service types on delay, a hop limit is selected 
according to the characteristics of a WSN for structural health monitoring.

Fig. 2.	 Initialization of improved ant colony algorithm.
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B.	Formulation of algorithm rules
	 The improved algorithm employs the following rules:
1)	� Rule 1: During initialization, an ant is in the “alive” status, and it dies when the node is not 

the destination node and it cannot be moved according to the rule. In this case, a skip limit is 
exceeded.

2)	� Rule 2: Advancing ants follow local pheromone update rules according to Eq. (3). The 
upper and lower limits of pheromone concentration are set as τmin and τmax,   
respectively. If the concentration is outside the range, the upper and lower limits are 
imposed.

3)	� Rule 3: When advancing ants reach the destination node, they become returning ants. 
Returning ants save the routing information, including the routing node and the 
remaining battery energy of the routing node and its variance.

4)	� Rule 4: Returning ants follow the global pheromone update rule according to Eq. (4). 
The upper and lower limits of pheromone strength are set as τmin and 3τmax, 
respectively. If the concentration is outside the range, the upper and lower limits are 
imposed.

5)	� Rule 5: Local optimality is avoided, and a mutation strategy is adopted, in which an ant 
chooses any node as the next hop node among its optional neighbor nodes with a small 
probability (0.05–0.1).

6)	� Rule 6: Ants identify unique serial numbers for each detected node. When an ant 
arrives at a node, it first determines whether the node and its neighbors have a serial 
number. If not, it marks its serial number and sets the initial pheromone to τ0. If there is 
a serial number, the node is marked as available. If the ant finds that the node marked 
as available by the previous ants cannot be detected, the node will be marked as a 
failed node without modifying its pheromone concentration. If the detected node is 
marked as a fault, the fault mark is changed to an available mark.

7)	� Rule 7: When sending data, each packet carries “route guides”. The “routing ants” carry the 
optimal routing information and use this information to reconstruct the route when the link 
fails in the process of sending data. In general, each data group carries four to six road 
guides.

8)	� Rule 8: The termination condition of the algorithm is as follows. Within the number of 
iterations, when 90% of ants choose the same route, the route is considered the best route. 
The second and third most optimal routes are saved as standby routes.

C.	 Flow of the algorithm program (Fig. 3)
	 Firstly, m ants are placed on the node with the routing request (i.e., the source node) and sent 
out randomly from the source node. The initial pheromone value is set to τ0, the taboo table is 
set, and the visited nodes are added to the taboo table. The iteration and hop counters are 
initialized. Then, each ant detects the neighbor node, operates on the node according to rule 7, 
selects the next node according to the pheromone table and mutation probability, and updates the 
pheromone table according to the local update rule. Secondly, the ants that arrive at the 
destination node and do not die return to the source node along the original route according to 
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rule 4 and bring back the routing information found. Thirdly, each returning ant updates the 
returned route by releasing pheromones, and if the returning ant finds that the link fails as it 
returns to the source node, then the route is reconstructed. Finally, the iteration termination 
conditions are examined according to rule 8. If the conditions are not satisfied, the algorithm 
returns to the beginning. If they are satisfied, the optimal solution is obtained and the two next 
most optimal solutions are saved as alternative solutions.

3.	 Improved Genetic Algorithm for Sensor Position Optimization

	 The core parameter of the proposed algorithm is the energy of the wireless sensor (i.e., the 
capacity of the lithium battery used). In the algorithm, the initial residual battery energy of each 
node is randomly generated by the program and varies between 10 and 100, which linearly 
corresponds to the actual capacity of the battery. Figure 4 shows the details of the corresponding 
relationship. The capacity of the battery used is 600 mAh, and its power consumption in 
different working statuses is given by equations. In the algorithm, it is assumed that each node 
does not consume energy when it is not part of an active route since the power consumption is 
extremely low in the idle state. After the route is established, the nodes on the route randomly 
wait for 0.4−1.2 s after sending data, then become sleeping nodes to save energy.

Fig. 3.	 Flowchart of PSACO algorithm.
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	 The parameters of the algorithm are selected as follows. The number of nodes ranges from 6 
to 100, and the number of ants is the same as the number of nodes. The network lifetime is 
defined as the period from the start of the simulation until the first node is exhausted.

3.1	 Network topology analysis

	 Figure 5 shows the number of iterations required for the convergence of the algorithm plotted 
against the topology. The dotted line is the curve without the route reconstruction policy, and the 
solid line is the curve with the route reconstruction policy. The route reconstruction policy 
adopts changes in network topology better than the route reconstruction policy. After about 3 s, 
the number of iterations required for convergence has little difference between the two policies. 

Fig. 4.	 Details of corresponding relationship.

Fig. 5.	 Graph of number of convergence iterations changing with topology.
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This means that the algorithm already converges, so it is not sensitive to the interval between 
changes in network topology.
	 Figure 6 shows an example of algorithmic route reconstruction. For example, in an eight-node 
network, node 1 is the source node and node 8 is the destination node. Figure 6(a) shows the 
artificial ant route 1-3-7-8 without failure, and Fig. 6(b) shows that when node 7 fails, paths 3-7, 
5-7, and 7-8 do not exist. In this case, the standby route 1-5-6-8 is started for route reconstruction 
to ensure that data can continue to be transmitted from source node 1 to destination node 8.

3.2	 Energy consumption analysis

	 Table 1 and Fig. 7 show the consumption of the remaining battery energy of nodes in the 16-
node network as the network operation time changes. In the simulation process, when the 
network is initialized, the remaining battery energy of 16 nodes is randomly selected (the energy 
range selected in this example is 10–20). As shown in the figure and table, the remaining battery 
energy of the eight nodes differs when the network starts running. The remaining battery 
energies of the source node (node 1) and destination node (node 16) decrease linearly because 

Fig. 6.	 (a) Before and (b) after route reconstruction.

(a) (b)

Table 1 
8-node energy changes with operation time.
Operating 
hours Node 1 Node 4 Node 6 Node 9 Node 10 Node 13 Node 14 Node 16

0 20 18.1933 17.86 19 19 18 17 19.9
2 19.513 17.7063 17.373 18.997 18.997 17.513 16.997 19.413
4 19.046 17.7032 16.906 18.53 18.53 17.51 16.994 18.946
6 18.579 17.7002 16.439 18.063 18.063 17.507 16.991 18.479
8 18.112 17.6972 16.436 18.06 18.06 17.504 16.988 18.012

10 17.645 17.2303 16.433 18.057 18.057 17.037 16.985 17.545
12 17.178 16.7633 16.43 18.054 18.054 16.57 16.982 17.078
14 16.711 16.7603 16.427 17.587 17.587 16.567 16.515 16.611
16 16.244 16.3023 16.424 17.584 17.584 16.564 16.044 16.144
18 15.777 16.2993 16.421 17.297 17.581 16.561 16.041 15.677
20 15.31 16.2963 15.954 17.294 17.578 16.558 15.574 15.21
22 14.843 16.2933 15.951 16.83 17.291 16.555 15.571 14.743
24 14.376 15.8293 15.474 16.827 17.288 16.088 15.568 14.276



1844	 Sensors and Materials, Vol. 35, No. 6 (2023)

these nodes keep sending and receiving data. With time, the difference between the remaining 
battery energies of the other nodes decreases, and the nodes with a larger remaining energy 
perform more forwarding tasks. After 8 h, the energy consumption between the nodes becomes 
more balanced. These results provide further evidence of the feasibility of the algorithm.

3.3	 Performance comparison 

	 Figure 8 shows the performance of the proposed algorithm compared with those of minimum 
transmission power routing (MTPR)(12) and minimum maximum battery consumption routing 
(MMBCR).(13) When the number of nodes in the network is small, the PSACO algorithm uses 
less energy than the other two algorithms. The MTPR algorithm has the lowest performance 

Fig. 7.	 (Color online) Energy consumption of some nodes during network operation.

Fig. 8.	 Performance comparison of three algorithms.
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because its routing objective function is the minimum transmission power consumption.(14) 
Thus, the excessive power consumption of several nodes leads to network segmentation in a 
short time. With an increasing number of nodes, the lifetime of the network is extended, and the 
energy-saving effect of the PSACO algorithm is reduced.(15) This is because the convergence 
speed of the algorithm is reduced, which leads to a long operation time for the algorithm and a 
large battery consumption. When the number of nodes is about 45, the PSACO algorithm uses 
the least energy. Compared with MTPR, MMBCR can prolong the network lifetime, but there is 
a large difference in network lifetime between MMBCR and PSACO.

4.	 Results of Vibration Characteristics of Bridge with PSACO Algorithm

	 The PSACO algorithm was used to measure the vibration characteristics of a bridge with the 
on-demand energy-saving mechanism. We tested the route between the source node and the 
destination node and the working stability of the whole system. Nodes could be added to or 
disconnected from the network at any time without affecting the operation of other nodes. In the 
quasi-real-time transmission process, the nodes sent the collected data to the monitoring center 
in time with only a small amount of data loss. The test results of the vibration data collected 
from sensor nodes of two different units at sampling frequencies of 200 and 100 Hz are shown in 
Fig. 9.
	 Energy efficiency is related to the use of haptic feedback in sensor networks. Thus, haptic 
technology was used to provide feedback to users, such as vibration or tactile sensation, to 
indicate the status of the network or to alert the user to energy-saving opportunities. The arrays 
and flexible hardware were also used for the implementation of PASCO in sensor networks as 
the arrays of sensors can improve the accuracy and reliability of data collection, while flexible 
hardware enables the network to adapt to changing environmental conditions or user 
requirements. 

Fig. 9.	 (Color online) (a) Vibration signal (200 Hz) and (b) vibration signal (100 Hz) collected by sensor nodes in 
different cells.

(a) (b)
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5.	 Conclusions

	 The energy-efficient ant colony routing algorithm is proposed on the basis of PSACO with a 
better ant message design, probability selection, and pheromone update. On the basis of the 
routing characteristics of the ant colony algorithm, an algorithm with PSACO was used to test 
the performance of a WSN in measuring the vibration characteristics of a bridge. The results 
revealed that the PSACO algorithm showed significantly improved performance compared with 
the energy-efficient ant colony routing algorithm. The performance of the PSACO algorithm is 
superior to that of the energy-efficient ant colony routing algorithm when the network is scaled 
up, indicating that the PSACO algorithm is more appropriate for complex network structures. 
According to the measurement results, the nodes with the PSACO algorithm were turned off 
later than those with the energy-efficient ant colony routing algorithm. The number of active 
nodes in the network was significantly higher than that of the energy-efficient ant colony routing 
algorithm after 70 s of initial operation. These results indicate that the life cycle of a sensor 
network using the PSACO algorithm was longer than that using the energy-efficient ant colony 
routing algorithm. The PSACO algorithm had the advantages of energy efficiency, network load 
balancing, robustness, positive feedback, and distributed computing, making it advantageous for 
WSN routing.

Acknowledgments

	 This study was supported by the Natural Science Foundation of Fujian Province (2018J0106) 
and the phased research result of the provincial major research project on education and teaching 
reform of undergraduate colleges and universities in Fujian Province [project name: Research on 
Three Innovation Education Projects of Internet of Things Engineering (project no.: 
fbjg202101018)].

References

	 1	 H. Lei, D. Wang, K.-H. Park, I. S. Ansari, J. Jiang, G. Pan, and M.-S. Alouini: IEEE Internet  Things J. 7 (2020) 
1230. https://doi.org/10.1109/jiot.2019.2953903

	 2	 M. Xu, S. Zhang, C. Zhong, J. Ma, and D. O. A. Dibre: IEEE Commun. Lett. 25 (2021) 1921. https://doi.
org/10.1109/LCOMM.2021.3064596

	 3	 Q. Ge, A. Li, S. Li, H. Du, X. Huang, and C. Niu: Math. Probl. Eng. 2021 (2021) Article ID 6669728. https://doi.
org/10.1155/2021/6669728

	 4	 E. Muh, S. Amara, and F. Tabet: Renewable Sustainable Energy Rev. 82 (2018) 3420. https://doi.org/10.1016/j.
rser.2017.10.049

	 5	 R. Liu, E. Dobriban, Z. Hou, and K. Qian: Proc. GaAs IC Symp. Archiv. Comput. Methods Eng. 29 (2021) 831. 
https://doi.org/10.1007/S11831-021-09594-7

	 6	 H. Zhang: Math Probl. Eng. 2020 (2020) Article ID 8886687. https://doi.org/10.1155/2020/8886687
	 7	 D. W. Edgington: Plann. Perspect. 34 (2019) 115. https://doi.org/10.1080/02665433.2017.1389655
	 8	 G. Feng: Comput. Commun. 29 (2006) 1811. https://doi.org/10.1016/j.comcom.2005.10.014
	 9	 P. Stodola: Nat. Comput. 19 (2020) 463. https://doi.org/10.1007/s11047-020-09783-6
	10	 A. Karoonsoontawong, P. Punyim, W. Nueangnitnaraporn, and V. Ratanavaraha:  Networks Spatial Econ. 20 

(2020) 549. https://doi.org/10.1007/s11067-019-09492-3
	11	 M. R. Mezaal and B. Pradhan: CATENA 167 (2018) 147. https://doi.org/10.1016/j.catena.2018.04.038

https://doi.org/10.1109/jiot.2019.2953903
https://doi.org/10.1109/LCOMM.2021.3064596
https://doi.org/10.1109/LCOMM.2021.3064596
https://doi.org/10.1155/2021/6669728
https://doi.org/10.1155/2021/6669728
https://doi.org/10.1016/j.rser.2017.10.049
https://doi.org/10.1016/j.rser.2017.10.049
https://doi.org/10.1007/S11831-021-09594-7
https://doi.org/10.1155/2020/8886687
https://doi.org/10.1080/02665433.2017.1389655
https://doi.org/10.1016/j.comcom.2005.10.014
https://doi.org/10.1007/s11047-020-09783-6
https://doi.org/10.1007/s11067-019-09492-3
https://doi.org/10.1016/j.catena.2018.04.038


Sensors and Materials, Vol. 35, No. 6 (2023)	 1847

	12	 W. Wu, Y. Li, Y. Zhang, B. Wang, and W. Wang: IEEE Internet Things J. 167 (2020) 147. https://doi.org/10.1109/
jiot.2019.2945327

	13	 A. Kumari, S. Tanwar, S. Tyagi, N. Kumar, M. Maasberg, and K.-K. R. Choo: J. Network Comput. Appl. 124 
(2018) 169. https://doi.org/10.1016/j.jnca.2018.09.014

	14	 R. R. Devi and T. Sethukarasi: Concurrency Comput. Pract. Exper. 33 (2021) 15. https://doi.org/10.1002/
CPE.6639

	15	 K. SureshKumar and P. Vimala: Comput. Networks 197 (2021) 108250. https://doi.org/10.1016/J.
COMNET.2021.108250

About the Authors

	 Zhensong Ni received his bachelor’s degree from Fuzhou University in 1995, 
his master’s degree from Beijing Information Science and Technology 
University in 2007, and his doctoral degree from Beijing University of Posts 
and Telecommunications in 2010. From 2010 to 2012, he was a lecturer at 
Tianjin Polytechnic University, from 2012 to 2014, he was an assistant 
professor at Tsinghua University, and since 2014, he has been an associate 
professor at Fujian Normal University of Technology. His research interests 
include MEMS, big data, and sensors. (460532802@qq.com)

	 Shuri Cai received his bachelor’s degree from Fujian Normal University in 
1997 and his master’s and doctoral degrees from Beijing University of Posts 
and Telecommunications, China, in 2004 and 2008, respectively. Since 2007, 
he has worked as an associate researcher at the Institute of Highway Science 
under the Ministry of Transport. His research interests include MEMS, big 
data, and sensors. (caishuri@126.com)

	 Cairong Ni received his bachelor’s degree from Sunshine College in 2022. He 
has been working as a teaching assistant at Fujian Normal University of 
Technology since 2022. His research interests include MEMS, big data, and 
sensors. (3247146792@qq.com)

https://doi.org/10.1109/jiot.2019.2945327
https://doi.org/10.1109/jiot.2019.2945327
https://doi.org/10.1016/j.jnca.2018.09.014
https://doi.org/10.1002/CPE.6639
https://doi.org/10.1002/CPE.6639
https://doi.org/10.1016/J.COMNET.2021.108250
https://doi.org/10.1016/J.COMNET.2021.108250
mailto:460532802@qq.com
mailto:caishuri@126.com
mailto:3247146792@qq.com

