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 Synthetic aperture radar (SAR) has become an important data source in the field of object 
recognition owing to its high resolution and all-weather characteristics. The traditional data 
expansion method has difficulty increasing the diversity of samples, which limits the promotion 
and application of SAR data. Therefore, in view of the shortcomings of traditional SAR data 
augmentation methods, such as insufficient diversity and poor practicability, we proposed a new 
idea that can generate samples from different angles. First, Lee filtering and edge direction 
gradient algorithms are combined to construct a multiscale recursive template matching model, 
which can identify the target azimuth accurately. Second, we constructed an Angle-Interpretable 
Representation Learning by Information Maximizing Generative Adversarial Nets (Angle-
InfoGAN) model for data generation and extended the original datasets with different new 
angles. Finally, we applied this method successfully to Moving and Stationary Target Acquisition 
and Recognition (MSTAR) datasets, and the Fréchet inception distance (FID) was used to 
compare other data enhancement models to validate the performance of the Angle-InfoGAN 
model. The samples generated by the Angle-InfoGAN model effectively improve the scale and 
diversity of SAR image datasets and lay a solid data foundation for deep-learning-based SAR 
object detection.

1. Introduction

 Synthetic aperture radar (SAR) has become an important data source in the field of military 
and civilian target extraction and identification owing to its high-resolution, all-weather, 
penetrable cover, especially for use on aircraft and ships. The use of SAR images for automatic 
target recognition has become an area of research interest in the field of SAR image 
interpretation.(1,2) In recent years, deep-learning-model-based SAR image target extraction and 
recognition technologies have active research areas,  because they solved the problem that 
traditional SAR target detection methods can only extract shallow features of images; the use of 
deep features extracted by deep learning models has greatly improved the accuracy of image 
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recognition by SAR. However, the detection of objects by SAR based on deep learning models is 
not limited by the model structure; too few high-quality samples lead to the overfitting and 
merging of the model, and the generalization ability of the model is also reduced.
 One of the key steps in SAR automatic target recognition (SAR ATR) is feature extraction. 
Effective features with high separability are obtained from the image to be identified.(3) The 
typical features of SAR image targets include geometric and texture features, electromagnetic 
scattering characteristics, and transform domain characteristics. However, in the case of 
geometric features, owing to the lack of SAR image data sources, sample data corresponding to 
some key features are lacking; for example, attitude angles of some SAR image objects, such as 
aircraft and ships, are missing. The issue is how to generate unknown geometric features based 
on the known geometric features to increase the content of the sample library. In other words, 
the geometric features of the target (such as the attitude) are used as auxiliary features to 
generate a sample set at a new angle and thereby improve the accuracy of deep-learning-based 
SAR image interpretation. Therefore, accurately calculating the angle of the target in the SAR 
image is a key step in generating high-quality samples, which also affects the accuracy of object 
recognition.
 Image matching is the core task of various computer vision applications and provides new 
ideas for calculating the azimuthal angle of SAR image targets. Template matching is usually 
given a template image, and the similarity metric is calculated for the image to be matched to 
find the region corresponding to the template. This technique is widely used in object tracking, 
image stitching, medical image analysis, and other fields.(4) Among many classical template 
matching algorithms, the matching performance of grayscale-based image matching algorithms, 
such as normalized cross correlation (NCC)(5) and sequence similarity detection algorithm 
(SSDA),(6) is relatively stable. Therefore, the template matching algorithm can be used to extract 
geometric features of the SAR target, thereby affecting the quality of the expansion of the 
dataset.
 Currently, two main methods are used to expand SAR datasets: one is the expansion in the 
geometric space, including the horizontal rotation of the image, random angle flipping, 
translational rotation, and brightness contrast enhancement. This method is primarily used to 
expand the data volume of the sample and cannot modify specific features of the object imaged 
by SAR. The expansion methods in the feature space are mostly based on the variational 
autoencoder (VAE)(7) and the generative adversarial network (GAN).(8) The training model 
generates the sample data under the new features, while the GAN includes two modules (a 
generator and a discriminator), to compare the distribution of the generated image with that of 
the real image. Compared with VAE, the sample data generated by GAN are closer to the real 
image, because GAN can input real data into the network model.  Hence, GAN is widely used in 
the field of feature space generation.
 In conclusion, to solve the problem of missing SAR target angle features, combined with the 
superiority of the GAN model in the field of data generation, we proposed a new method for 
SAR image object angle extraction by combining the Lee filtering and edge direction gradient 
algorithms. On the basis of the results of extracting the azimuth, an Angle-Interpretable 
Representation Learning by Information Maximizing Generative Adversarial Nets (Angle-
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InfoGAN) model was used to generate samples of multiangle SAR images that can provide 
high-quality and rich data samples for the recognition and detection of objects from SAR 
images. 

2. Related Work

 The accuracy of object recognition based on SAR images depends on the structure of the 
model, but the fundamental problem is that the sample size is very small, which leads to a low 
sample diversity. Improving the sample diversity by data augmentation(9) is an effective solution 
in the case of limited data volume. Data augmentation refers to the expansion of data or the 
enhancement of features in the original sample datasets with the help of auxiliary data or 
auxiliary information. Data augmentation adds new data to the original datasets, including 
horizontal rotation, random angle flip, translation rotation, and brightness contrast enhancement. 
These methods mainly augment the data volume of the sample but cannot modify the key 
features of the SAR image target; feature enhancement adds features (such as generating new 
angles and sizes) to the feature space of the original sample to facilitate image classification by 
increasing feature diversity.
 Sample generation based on feature enhancement has been widely investigated. Commonly 
used algorithms include the generative adversarial net (GAN). The basic GAN flowchart is 
shown in Fig. 1. The generator (G) network receives a random noise vector to generate a fake 
sample, and the discriminator (D) network uses a discriminator to determine the probability of 
authenticity. The goal is to have the data generated by G to be closer to determine of the real 
sample.
 Mehrotra and Dukkipati(10) applied GAN to small sample learning and proposed a generative 
adversarial residual pairwise network to solve the single sample learning problem. The algorithm 
uses a GAN-based generator network to provide an efficient regular representation of invisible 
data distributions and a residual pairwise network as a discriminator to measure the similarity of 
paired samples.
 The advantage of GAN is sample generation to expand the images of a sample; this method is 
used in the fields of change detection, target detection, and scene recognition based on the 
remote sensing images. Lebedev et al.(11) conducted a change detection study based on 
conditional GAN, the accuracy of which was 91%; Rabbi et al.(12) achieved the enhancement of 

Fig. 1. (Color online) Basic structure chart of GAN, where G and D represent the generator and discriminator 
networks), respectively.
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the remote sensing image quality based on GAN and combined it with the improved faster 
Region Convolutional Neural Networks (Faster R-CNN) model, and reported an enhancement of  
the performance of small target detection with an accuracy up to 95.5% on a Cars Overhead 
With Context (COWC) dataset.
 However, these models are only augmented for existing sample data in the field of image 
generation and still have two drawbacks: (1) they do not capture complex data distributions and 
(2) they cannot generalize to small sample classes. To solve these problems, Xian et al.(13) 
combined a variational encoder (VAE) and GAN, and took full advantage of both to integrate a 
new network, F-VAEGAN-D2. This network completed the classification of small sample 
learning images while representing the feature space. Chen et al.(14) continued this study and 
proposed that the images of the training set could be interpolated to the support set using meta-
learning to form an expanded set of support sets.
 With the continuous development of GAN models, GAN-based conditional GAN (CGAN), 
deep convolutional generative adversarial network (DCGAN), Wasserstein GAN (WGAN), and 
other models have been proposed and widely used in the field of SAR image data 
generation.(15–18) Guo et al.(19) expanded the MSTAR dataset with the original GAN and 
completed the sample data of SAR targets at each azimuth. Gao et al.(20) investigated the effects 
of different tagging rates on SAR target recognition networks based on DCGAN. The GAN 
model has been widely applied to the MSTAR dataset and has achieved some results in 
generating ship data, which confirms the great potential of the GAN model for SAR image data 
generation. However, these models cannot control the features of sample generation, and the 
generated features are not interpretable. InfoGAN can change the font size and thickness and 
angle features of the dataset owing to the incorporation of an implicit vector,(21) so the application 
of InfoGAN to SAR image targets provides a new method of generating sample data at specific 
angles.

3. Methods

 We proposed a multiangle expansion method for SAR images based on template matching 
and the Angle-InfoGAN model. The main flowchart is shown in Fig. 2, which includes the 
following three research methods: 1) Using the template matching and Lee filtering algorithms, 
more accurate target azimuth information can be obtained to provide a data basis for the training 
samples required for the production of an accurate Angle-InfoGAN model; 2) the Angle-
InfoGAN model can generate multiangle target samples of SAR images, and the results can be 
used to construct SAR images with a multiangle sample database; and 3) the Frechet inception 
distance (FID) is used to assess the diversity of samples and to ensure that high-quality samples 
are generated.
 As shown in Fig. 2, the flow of this method is as follows: first, the original SAR datasets are 
input into the template matching algorithm, the azimuth of each sample is calculated, and the 
datasets with the azimuth label are created. Second, the datasets are input into the Angle-
InfoGAN model to generate samples with different azimuthal angles. Finally, the FID is used to 
evaluate the quality of samples, and samples with higher quality are stored in the sample library.
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3.1	 Lee	filtering	algorithm

 Lee filtering is a typical method that selects a window with a certain length as a local area 
and uses the local statistical characteristics of the image to perform SAR image speckle filtering, 
which is based on a fully developed speckle noise model. Such filtering is a standard deviation-
based filtering algorithm that filters the image data according to the statistics (variance 
coefficient) calculated in a separate window; its mathematical model is

 ,( ),ij i jF M K Y UM= + −  (1)

where 2 2/ ( )VARK UV U M M= +  and 2( / )VARM S M= .

Fig.	2.	 (Color	online)	Overall	flowchart	for	the	method;	Du,v represents the degree of matching. 
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3.2	 Template	matching	algorithm	based	on	the	edge	direction	gradient

 The template matching algorithm is an image processing method that uses the template target 
to match the search target when the pose (X, Y, θ) of the target in the searched image is unknown. 
 The template matching algorithm based on the edge direction gradient should randomly 
extract an SAR target image from the existing SAR dataset, draw the rectangular frame of the 
target,  crop the image, and input the azimuthal angle of the target as the label (the azimuthal 
angle of the target is recorded when it points vertically to the north). The image and the azimuth 
angle label in the rectangular frame are saved as a template. The remaining images are loaded 
sequentially.  The edge direction gradient between the image and the template is calculated to 
generate the matching degree Du,v of the image, and the matching degree threshold is W. The 
formula of the template matching algorithm based on the edge direction gradient is
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where T
iGx  and T

iGy  represent the gradients of the template image (T) in the X and Y directions, 
and i represents the number of pixels in the image; ,

M
u vGx  and ,yM

u vG  represent the gradients of the 
image to be matched (M) in the X and Y directions, and u and v represent the row and column 
numbers of the image to be matched, respectively.
 As shown in Fig. 2, the calculated matching degree Du,v is compared with the matching 
degree threshold W. If it is greater than the threshold, the azimuthal angle A corresponding to the 
matching result is calculated. After filtering, the matching degree Du,v is recalculated for the 
filtered image until the azimuthal angle of each image is calculated. The azimuth extraction 
result of each image is used as the input label of the Angle-InfoGAN model to assist the Angle-
InfoGAN model in generating SAR target data in a specific direction.

3.3	 SAR	data	expansion	based	on	Angle-InfoGAN	model

 In this work, the azimuth results calculated by the methods are sorted into a one-dimensional 
feature vector, which is recorded as label Y, and the SAR dataset samples are used as the input 
for the Angle-InfoGAN model. Data samples at different azimuthal angles are generated to solve 
the problem of missing azimuth angle features in the dataset and effectively to increase the 
diversity of samples. The general framework of the Angle-InfoGAN model is shown in Fig. 3.
 The entire training process is as follows: First, the randomly generated noise vector Z, the 
label data Y, and the uniformly distributed hidden vector C are combined to construct the feature 
vector as the input of the G network. The G network returns a fake image, and the fake image 
and the real image X are input separately. In the D network, the cross-entropy loss function is 
used to calculate the loss values of the two images, and the two loss values are averaged as the 
result of the loss calculation of the D network. In the convolution module, according to the cross-
entropy loss function of the G network, the parameters of the G network are iteratively updated; 
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finally, the fake image is input into the Q network (similar to the structure of the D network 
model) and two fully connected layers are added to the output module. The parameters of the Q 
and G networks according to the loss function of the Q network are updated. According to the 
training process described, the loss function formula of the Angle-InfoGAN model is

 ,
min max ( , , ) ( , ) ( , ),InfoGAN IG Q D

V D G Q V D G L G Qλ= −  (3)

where LI(G,Q) represents the regular constraint of mutual information, λ is a hyperparameter, 
and V(D,G) is the objective function of the inherited generative adversarial network. The 
equation is and

 ( ) [ ] ( )( )( )( ) ~ ( ), ln ( ) ln 1 .
data zx p x z p zV D G E D x E D G z = + − 

 (4)

3.4	 Evaluation	indicators	of	the	sample	generation	model

 For the SAR dataset samples generated by the Angle-InfoGAN model, the FID is used to 
evaluate both the generated sample and the real sample. The larger the FID, the greater the 
difference between the two distributions, which is indicated by the Angle-InfoGAN model. 
There are more samples with new angles in the expanded image, which has a higher diversity. 
The equation for calculating the FID is

 ( )2 1/2

2
( , ) 2 ,x g x g x gFID x g Trµ µ= − + Σ + Σ − Σ Σ  (5)

where x represents the real image, g represents the image generated by InfoGAN, μ is the mean 
of	the	image	distribution,	and	Σ	represents	the	covariance	of	the	image	distribution.
 On the basis of the FID, the image samples with good results generated by the Angle-
InfoGAN model are screened, and the azimuth of each image sample is calculated using the 

Fig. 3. (Color online) Diagram of general InfoGAN framework. 
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method described in Sect. 3.2 to continuously increase the diversity of data in the sample 
database.

4.	 Experiments	and	Analysis

 The experiments were performed on an Ubuntu 18.04 OS with a CPU (3.4 GHz core i7-6700), 
RAM (8 GB), and GPU (NVIDIA GTX 2080 8 GB). PyTorch was chosen as the deep learning 
platform.

4.1 Dataset

 The SAR image dataset used in this paper is the Mstar Public Targets Chips, which uses the 
vehicle dataset in the BTR60 scene. Each image set is a static vehicle image with a pixel size of 
128 × 128 obtained by processing the data collected by radar. The angle is in the range of 0–180°, 
and the target slice images are filtered approximately every 10°. A new data set comprising 935 
training patches is created. Some datasets are shown in Fig. 4.

4.2	 Target	azimuth	extraction	based	on	a	multiscale	recursive	template	matching	model

 To obtain more accurate results of the azimuth angle extraction of a vehicle, we combined the 
edge direction gradient and Lee filtering algorithms. First, vehicle data were selected as the 
template image; the image when the vehicle target was pointing vertically to the north was 
selected). When the matching degree calculated by the edge direction gradient algorithm was 
within the threshold range (the threshold was set to 0.6 in this experiment), the azimuth result 
obtained by the template matching algorithm was saved, as shown in Fig. 5. The azimuth angle 
corresponding to each template was created as a training sample.
 In Fig. 5, some yellow borders have not been identified. Therefore, we introduced the Lee 
filtering algorithm. When the matching degree calculated by the edge direction gradient 
algorithm was less than the threshold, Lee filtering was performed on the image, and the filtered 

Fig. 4. SAR datasets.
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image was recalculated. The matching degree was calculated and compared with the threshold,  
and iterated until the azimuth angle of each vehicle image was calculated. Some filtering results 
are shown in Fig. 6. Each result was subjected to template matching again to obtain the final 
azimuthal angle of the target image of each vehicle. The results are shown in Fig. 7.

Fig. 5. (Color online) Azimuth angle based on the gradient of the edge direction. The gray boxes represent 
matched samples; the yellow boxes represent unmatched samples.

Fig.	6.	 Results	of	Lee	filtering.	

Fig. 7. (Color online) Results of secondary template matching.
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4.3	 Sample	size	expansion	based	on	Angle-InfoGAN

 We used the Angle-InfoGAN model and compiled the results of epoch 3000 as shown in 
Fig. 8. From the results of each epoch, the Angle-InfoGAN model continuously updated the 
angle of sample expansion until epoch 3000 was reached, and we obtained relatively ideal 
results. 
 Because the output is a 10 × 10 grid of data, we introduced horizontal and vertical aspects of 
the images. The horizontal direction shows the results generated from data samples of different 
vehicles, and the vertical direction refers to the data generated at a specific angle ±5°. From a 
horizontal perspective, the first result is the result at epoch 0, which shows the initial noise level 
in the data from the model. At epoch 1000, although some vehicle contours can be generated, 
they are still affected by considerable noise. In epoch 2000, the vehicle can be basically 
generated by the model, but the angle of some vehicles is not particularly obvious. In the results 
of Epoch 3000, the sample vehicle not only has a relatively complete contour but also the sample 
generated at the new angle is more obvious.
 From the longitudinal perspective, there is no obvious angle change between epoch 0 and 
epoch 1000. Starting from epoch 2000, the angle changes slightly, mainly clockwise or 
counterclockwise, by ±5°. In epoch 3000, there is basically a change in the angle of each column. 
The angle range is also basically within ±5°. We used the last column as an example to generate 
a partial display as shown in Fig. 9.
 It can be seen from the above figure that the vehicle gradually shifts clockwise from the angle 
of 0°, which also proves that our angle label plays a role in the generator and controls the sample 
generation through the hidden variables.

Fig. 8. Overall results of Angle-InfoGAN model (epoch 3000).
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4.4 Discussion

4.4.1	 Effectiveness	of	the	azimuth	extraction	algorithm

 To verify the effectiveness of template matching based on the edge direction gradient 
algorithm, we compared and analyzed this algorithm and the grayscale-based template matching 
algorithm. The edge direction gradient algorithm is a commonly used method in pattern 
recognition. The idea behind the algorithm is simple, and the algorithm has a high matching 
accuracy. It is widely used in image matching. Therefore, to verify the effectiveness of the edge 
direction gradient algorithm proposed, the template matching results obtained by this algorithm 
were compared with those obtained by the grayscale-based template matching algorithm. The 
algorithm performed azimuth extraction, and the results are shown in Fig. 10.  As can be seen 
from Fig. 10 (a), only the first data can be used by the grayscale-based algorithm to accurately 
extract the azimuth angle, but the results in Fig. 10 (b) show that the edge direction gradient 
algorithm can accurately identify the target, and the extracted azimuth angle is also more 
accurate with this algorithm. The matching accuracy of the proposed algorithm is 94.8%, while 
that of the traditional algorithm is 83.2%. Therefore, the azimuth extraction algorithm selected 
for use in this study was based on the edge direction gradient algorithm.

4.4.2	 Performance	of	the	data	augmentation	model

 The Angle-InfoGAN model is used to expand the SAR sample size, and the azimuth angle 
feature of the target vehicle is used as the hidden vector to control the output of the generator. 
The diversity of samples provides abundant data for future SAR target recognition. We 
compared CGAN, WGAN, and InfoGAN without the azimuth angle. To verify the effect of the 
Angle-InfoGAN model, we showed the results using the same set of data as shown in Fig. 11. In 
Fig. 11, although the angles of CGAN and WGAN changed regularly, the quality of the generated 
data is relatively low. The Wasserstein distance was used as the loss function, but the sample 
data generated are very smooth. Because the angle feature was not used as the hidden vector in 

Fig. 9. Local results of Angle-InfoGAN. 
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the InfoGAN, the sample data at the new angle were not generated. Owing to the addition of the 
angle characteristics of the target, the data of the unknown angle of the target can be expanded, 
which meets the demand of increasing the sample diversity.

4.4.3	 Performance	index	evaluation

 To better prove the ability of the Angle-InfoGAN model to generate data samples, we use the 
FID as an indicator to evaluate the performance of the model and compared the FID values of 
other models. The results of the comparison are shown in Table 1. The FID values of InfoGAN 
and InfoGAN are the lowest, because the model is not constrained by the angle, and the 
difference between the results generated and the real sample is the smallest. The FID values of  
the Angle-InfoGAN, CGAN, and WGAN models all reached 0.6, indicating that these models all 
generated more samples with new angles, so the difference from the real samples was relatively 
large, and the FID values were also relatively high. However, among the three models, the FID 
value of the Angle-InfoGAN model is the smallest, which indicates that the Angle-InfoGAN 
model not only increases sample diversity but also generates a higher sample quality than the 
other two models.

4.5 Future work

 We can see from Fig. 12 that some problems still arise in sample generation. Although there 
are changes in the angles of the generated images of this group of samples, the generated images 
produced some wrong samples owing to the effects of hidden variables. We will address this 
problem in future work. Different implicit variables will be defined for optimization to meet the 
requirements of different applications. 

Fig. 10. (Color online) Comparison of results of azimuth extraction. (a) Results obtained by the grayscale-based 
algorithm and (b) results obtained by the edge direction gradient algorithm 

(a)

(b)
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(a)

(b)

(c)

Fig. 11. Comparison of results of data generation models. (a) CGAN, (b) WGAN, (c) InfoGAN, and (d) Angle-
InfoGAN.

(d)



926 Sensors and Materials, Vol. 35, No. 3 (2023)

5. Conclusions

 SAR data augmentation based on the Angle-InfoGAN model can compensate for the lack of 
SAR sample data, construct a more complete SAR dataset, and promote the development of 
technology for the interpretation of SAR images. In terms of data expansion, the Angle-
InfoGAN model can be better applied in the field of SAR image processing owing to its strong 
operability and ability to extract more detailed information from real samples to improve the 
performance of SAR target detection and recognition. In summary, the innovations resulting 
from this work are as follows: 1) A multiscale recursive template matching model based on the 
edge direction gradient and filtering algorithms was proposed and the azimuth of each object 
was accurately calculated model; the extracted results were used as auxiliary features for model 
input in the Angle-InfoGAN model. 2) An Angle-InfoGAN-based multiangle expansion method 
for SAR images was proposed. This model attempts to learn interpretable angle features to 
control the generation of features of SAR image targets. 3) The FID evaluation index was used to 
obtain high-quality and diverse expansion data and to provide high-quality SAR sample images.
 In addition to SAR images, other remote sensing images also lack samples in some areas, 
resulting in a low accuracy with respect to image classification.  The model and idea proposed in 
this paper can also be adapted to other remote sensing image data, because the input to the 
Angle-InfoGAN model can be multiband images. In the future, we will conduct experiments on 
different remote sensing image datasets to improve the quality and diversity of remote sensing 
image samples, to better assist the detection of objects in images, to detect changes in images, 
and address other classification tasks.

Table 1
FID results of performance evaluation.
Model FID
CGAN 0.637
WGAN 0.653
InfoGAN 0.337
Angle-InfoGAN 0.595

Fig. 12. Error in samples generated by Angle-InfoGAN
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