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	 Emotional analysis in texts is one of the difficult problems in text feature extraction. Semantic 
information is not unique for a large number of text features, which increases the difference in 
feature weight. Previous studies had dimensional disasters, loss of feature information, and a 
weak generalization ability in text feature extraction. To solve these problems, we first analyzed 
the advantages of support vector machines (SVMs) by multiple kernel learning (MKL). Then, an 
algorithm with local multiple kernel learning (LMKL) was proposed for a threshold model to 
select the locally optimal kernel function. It helped understand which text feature distinguishes 
emotions more effectively. Next, we analyzed the features of the local multiple kernel learning 
algorithm and discussed its generalization ability. The effectiveness of the method in this study 
was verified through comparison with other methods. The method reduced the feature 
dimensionality of the sample data set. Since the features with a weak classification ability were 
reduced, the accuracy of the classification was improved with increased efficiency.

1.	 Introduction

	 The widespread use of voice sensors on mobile terminal devices has brought about the 
popularization of voice recognition functions. The information carrier after voice recognition is 
used as the main text, which contains a large amount of emotional information. Such emotional 
information considerably enhances the application value of text emotional analysis research. 
Emotional analysis has significantly attracted the interest of researchers to grasp the state of 
society and the dynamics of events. The analysis also helps decision makers of governments, 
enterprises, and institutions.(1–3) The emotions on the Internet are expressed mainly with texts. 
Thus, the analysis of emotions in texts is the key factor in the research on emotional analysis on 
the Internet.
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	 The emotional analysis in texts is one way of text classification that needs a support vector 
machine (SVM) and an artificial neural network (ANN). A deep neural network (DNN), as an 
artificial neural network, has shown significant improvement with improved computing power. 
However, DNN has drawbacks such as high requirements for calculating the power of computers 
and the ambiguous effect of small-scale data sets. This makes SVM applicable for small data 
sets with low computing power.(4) Thus, SVM becomes effective for text classification with 
multiple kernel learning (MKL) that effectively improves the accuracy of text classification and 
identification.
	 It is difficult to extract emotional features from texts. A large number of texts hinder semantic 
information from being found and create a large difference in weight for important texts. 
Previous research studies on text classification had dimensionality disasters, loss of feature 
information, and a weak generalization ability. These problems led to reduced classification 
efficiency and increased calculation complexity, reducing the accuracy of the emotional analysis 
of texts. 
	 In this study, we propose a new feature selection method based on local multiple kernel 
learning (LMKL), focusing on solving the problems of classifiers and text extraction. We applied 
the method of emotional analysis in texts to improve the text extraction for emotional analysis 
more effectively. The method is expected to increase the efficiency of text classification, which 
removes the dimensional disasters in texts and improves the efficiency.

1.1	 SVM in text classification

	 SVM is a learning system that uses a hypothesis space with linear functions in a high-
dimensional space. SVM has been widely used for image processing and pattern identification. 
It has many advantages in solving problems of small numbers of samples and nonlinear and 
high-dimensional pattern identification. Its application extended to other machine learning 
problems such as function fitting. An SVM method combines dimensionality reduction and 
classification. An SVM algorithm is based on the principle of structural risk minimization. It 
compresses original data sets to support vector sets and then uses the subset to learn new 
knowledge. At the same time, it also gives the rules determined by these support vectors and the 
upper boundary of the probability of learning error.
	 Shen and Yu(5) and Ding et al.(6) studied the active learning strategy of SVM and applied it to 
text classification. Wang et al. proposed to train SVM with a progressive iterative algorithm.(7) 
Mayy studied the effects of various text models on SVM text classification.(8) Cristianini et al. 
proposed an SVM text classifier based on the semantic core.(9) They implemented a latent 
semantic indexing in the feature space defined by the core. Uğuz(10) and Li et al.(11) studied how 
to add the prior knowledge of texts in the learning process of SVM. In addition, in-depth 
research studies were also conducted on various deficiencies of SVM in text classification.(12–14) 
	 In brief, the advantages of SVM are as follows. The classification is performed by using the 
support vector in a hyperplane space. The features of the previous classification are changed 
according to the statistics of all data, which considerably reduces the number of calculations for 
the classification.
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(1)	SVM is not affected by the dimensionality of the data.
(2)	SVM is efficient in solving nonlinear and high-dimensional pattern identification for a small 

number of samples.
(3)	The accuracy and recall rate of the classification are very high in the text classification.
	 On the other hand, its disadvantages are as follows.
(1)	The number of calculations in the classification process increases because of too many 

inputs, increasing training time.
(2)	It is difficult to determine the dimension of the feature vector with SVM.

1.2	 MKL SVM

	 SVM with MKL has advantages over single-core SVM.(15) Lanckriet et al. proposed 
MKL.(16) They provided a powerful asymptotic algorithm for direct reduction for multiple kernel 
learning models to avoid locally optimal solutions. However, the algorithm was only suitable for 
problems with small numbers of samples. Subsequently, Sonnenburg and Ratsch proposed a new 
dual form to solve medium-scale problems.(17) In recent years, many research results suggested 
alternative optimization methods to solve problems with large numbers of samples.(18) The 
results revealed that multiple kernel functions have higher accuracy and recognition of 
classification than single functions. The simplest way for higher accuracy is using the sum of 
kernel functions without weights. However, it is only ideal when the unweighted sum provides 
the same preference for all the kernel functions. A better strategy is obtaining the sum of equal 
weights of convex combinations, which makes it possible to extract the information from the 
weight of the kernel function. Rakotomamonjy et al. transformed the problem of multi-core 
learning into a semi-definite planning one to find the combined weights and support vector 
coefficients at the same time.(19) For this, Xu et al. proposed an efficient algorithm using 
sequential minimal optimization (SMO).(20)

	 On the basis of the above research results, we propose an LMKL algorithm that uses a 
threshold model to select the locally optimal kernel function. This algorithm determines the 
emotional texts to be effectively distinguished. In this study based on MKL SVM, we suggest a 
multiple kernel framework for the emotional text selection. Then, the method of emotional 
analysis in texts is proposed to select the emotional words to verify the effectiveness of the 
analysis.

2.	 Feature Selection Method

2.1	 MKL

	 Kernel-based methods such as SVM are used by many researchers owing to their efficiency 
in processing data. The basic idea of the classification is training SVM with the data from the 
input space to a linearly separable feature space (usually a space with a higher dimension than 
the input space). The classification function of SVM after training is defined as

	 ( ) ( )Tf x w x b= Φ + , 	 (1)
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where w is the weight coefficient, b is the critical value, and Ф(x) is the mapping function to the 
relevant feature space. Here, the mapping function does not need to be clearly defined. With w 
substituted, the following discriminant is obtained as

	 ( )
1

 ( ) ( )
n

T
i i i

i

f x y x x bα
=

= Φ Φ +∑ .	 (2)

	 In Eq. (2), ( ), ( ) ( )T
i iK x x x x= Φ Φ  is the related core. Each Ф(x) has its own features and is 

related to a different kernel function, such that a different discriminant function is generated in 
the original space. It is important for SVM training to choose a kernel or mapping function, and 
SVM training usually requires cross-validation. Although the kernel function has the weighted 
sum, the discriminant functions in different feature spaces are regarded as the unweighted sum 
of discriminant values.

	 ( )
1

( )
n

T
m m

i

f x w x b
=

= Φ +∑ , 	 (3)

Here, m is the index of the kernel function, wm is the weight coefficient of the feature mapping 
function, Фm(x) is the mapping function of the first feature space, and p is the number of kernel 
functions. Substituting wm in Eq. (3) leads to the following equation:
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1 1
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f x y x x bη α
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	 The weight of the kernel function meets 0mη ≥  and 
1

1p
mm

η
=

=∑ . Here, to combine linear, 
Gaussian, and polynomial kernel functions with different hyperparameters together, different 
data representations or feature subsets are also combined together.
	 For this, a fixed joint rule (without weight) assigns the same weight to the kernel function in 
the entire input space. Different weights on kernel functions in different regions of the input 
space enable better classification. If the data has potential locations, then the appropriate kernel 
function that matches the complexity of the data distribution in each local area is given a higher 
weight. The localized form of the MKL problem modifies the discriminant function in the MKL 
framework and optimizes the parameters by a two-step optimization method. Then, the method 
introduces the key attributes of the proposed algorithm. Finally, the LMKL method is applied to 
select the features for the emotional analysis of texts.

2.2	 Feature selection based on LMKL

	 The probabilistic latent semantic analysis (PLSA) model is a statistical model based on the 
aspect model, which is a latent variable model serving the data of the co-occurrence matrix. 
Each hidden variable, called zk, is associated with each observation. Here, each observation 
refers to the appearance of a term in a document. We can derive and solve the PLSA model to 
obtain the topical features of the text. 
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	 To combine the kernels, the classifier function is defined as
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= Φ +∑ . 	 (5)

Here, ηm(x) is for the selection of the feature space m as the threshold function of input x and 
defines a set of parameters from the data. By the new discriminant function that modifies the 
original discriminant function of the SVM, the following constrained optimization problem is 
obtained:
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Here, C is a normalized parameter and ε is a slack variable. Owing to the introduction of interval 
restriction in Eq. (6), the optimization problem is nonconvex. It is very difficult to directly solve 
Eq. (6). Thus, we use a two-step optimization algorithm to find the parameters and ηm(x) 
discriminant function. The first step considers wm and b while fixing ηm(x). The second step 
uses a gradient descent method with the objective function of Eq. (6). A fixed objective value 
from ηm(x) is the upper bound of Eq. (6), and the parameters of ηm(x) are updated according to 
the current solution. The use of the descent gradient limits the target value from the next iteration 
not to be greater than the current value and the target value of Eq. (6) not to be increased. This 
does not guarantee the convergence to the global optimum, and the initialization parameters 
affect the quality of the solution. With fixed ηm(x), the Lagrangian operator in Eq. (6) is obtained 
as 

	 2

1 1 1 1 1

1 ( ) ( ))
2

( ( )
p pn n n

T
D m ii i i i i i m m

i i
im

m i m

L y xw C xw bα β ε α α η
= = = = =

= + − − + − Φ +∑ ∑ ∑ ∑ ∑ . 	 (7)

	 With the initialized variables, the partial derivative of LD is defined as 
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	 According to Eqs. (6)–(8), the dual planning problems are obtained as
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Here, the locally combined kernel matrix is defined as

	 ( ) ( ) ( ) ( ) ( )
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= Φ Φ∑ . 	 (10)

	 Equation (10) is equivalent to a positive semi-definite kernel matrix Kη(xi, xj) that solves the 
dual problem of SVM. According to a quasi-positive transformation, a semi-positive and definite 
kernel matrix is obtained by the multiplication of the outputs from the nonnegative function by 
the kernel function. Therefore, the local joint kernel matrix is obtained from the quasi-conformal 
transformation of each kernel function. The summation of the matrices constructs a joint kernel 
matrix. Here, the only restriction is to use nonnegative ηm(x) to obtain a positive semi-definite 
kernel matrix. One of the possible kernel functions is regarded as a classification problem with 
the assumption that the region using the kernel is linearly separable. In this case, the threshold 
model is expressed as
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T
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η
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+
=

+∑
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where vm and vm0 are nonnegative. In the space defined by the basic functions instead of the 
original input space, the parameters of the threshold model are nonnegative. At the same time, 
more complex threshold models or equivalent thresholds can be used. Then, the threshold model 
can be a combination of several different Φm(x) values. If a continuous threshold function is used 
instead of the function of x, the algorithm can be used to find a fixed combination in the entire 
input space and is similar to the original MKL. 
	 The method in this study does not extract the subsets from the training set, but trains the 
classifier of each subset, and then combines the trained classifiers. The difference from the 
previous method is that LMKL uses the combination of subset selection and local classifier in a 
combinatorial optimization problem in this study. LMKL in this study is similar to an expert 
model. However, it is a combination of a threshold model and an expert model based on a kernel 
function and joint learning. In addition, each expert becomes a classifier in an expert model, 
whereas all the kernel functions in LMKL share a discriminant in this study.
	 With a given ηm(x), the strong duality makes the target value of Eq. (8) equal that of Eq. (6). 
Equation (8) is used for a function J(η) to calculate the original objective with the parameters of 
ηm(x). To train the threshold model, the following gradient descent is used:
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Here, if m = k or 0, then k
mδ  = 1. After updating the parameters of ηm(x), it is necessary to use 

Kη(xi, xj) to solve a single-core SVM problem.
	 The convergence of the algorithm of complete LMKL is obtained by observing the changes 
in α, the parameter of ηm(x). The algorithm for the linear threshold model is summarized as 
follows.
(1) Initializing vm and vm0 to small random values, m = 1, 2, ..., p.
(2) Repeating the following steps.
(3) Calculating Kη(xi, xj) with a threshold model.
(4) Solving standard SVM problems using Kη(xi, xj).
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(7) Repeating the above steps until convergence stops.
	 The final discriminant function from the SVM solution is
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2.3	 Discussion of generalization

	 For machine learning, the generalization ability always needs to be considered and is defined 
as the ability to classify the outliers of the training set correctly. 
	 In each iteration, the joint kernel by the current threshold model is used to solve the standard 
SVM problem and calculate the gradient of J(η). Compared with the SVM solution process, the 
calculation of gradient descent has negligible time complexity. The step size u(t) of each iteration 
should be determined by a linear search that requires additional SVM optimization for better 
convergence. The complexity of the LMKL algorithm is mainly determined by how complex the 
standard calculation process for SVM is in the main loop. The complexity is reduced by α as an 
input. The number of iterations for the convergence depends on the selection of training data and 
step size. The time complexity of the test is also reduced owing to the localization of the 
algorithm. Here, Km(x, xi) only needs to be estimated if ηm(x) and ηm(xi) are nonzero at the same 
time. 
	 LMKL is applied to kernel-based algorithms apart from the binary classification of SVMs, 
such as the regression and single-class classifications of SVM. Two basic changes are required 
here, namely, (1) the optimization problem and (2) calculation of the target value.
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	 If the kernel function is estimated in different feature subsets or data representatives, then the 
important kernel function will have a higher combination weight. An LMKL framework derives 
similar information from different input spaces. Owing to the nonlinearity by the threshold 
model, the method proposed in this study allows the multiple use of the same kernel function to 
obtain a local discriminant. For example, a linear kernel model and a threshold model are 
combined to obtain a segment-wise linear boundary.
	 LMKL essentially localizes SVM. According to the data distribution, as a feature space is 
divided into multiple regions, SVM classifies the features in different regions. In this case, 
LMKL has two iteration processes: (1) dividing the feature space and (2) training the SVM in 
the divided region using the features in the regions. Overall, the interface of LMKL becomes 
more complex and classifies highly complex nonlinear data. The following describes the 
generalization ability of LMKL:
(1)	When the kernel functions selected by LMKL and SVM are the same in each divided region, 

LMKL and SVM have the same generalization ability and upper limit of the generalization 
error rate.

(2)	When LMKL has one divided region and the same selected kernel functions of SVM, LMKL 
and SVM are completely the same.

(3)	A large number of regions divided by LMKL reduce the generalization ability of LMKL. The 
generalization error rate of the classifier is inversely proportional to the size of training 
samples and the numbers of functions. That is, when the number of training samples 
increases, the generalization error rate decreases. When LMKL has many regions, the size of 
training samples of each classifier decreases, increasing the generalization error rate. On the 
other hand, the generalization ability of the classifier is inversely proportional to the 
difference between the empirical and real distributions of the sample. The greater the 
difference between the empirical and real distributions, the worse the generalization ability 
of the classifier becomes. Many regions of LMKL cause the number of training samples of 
each classifier to decrease. The estimated empirical distribution of the samples is different 
from the real distribution, so the generalization ability becomes worse. The amount of 
“classification margin” that is increased by the divided regions of LMKL needs to be 
balanced with the amount of sample reduction caused by the regions.

2.4	 Method of feature selection of emotional words

	 The emotional analysis in this study is based on emotional words. However, emotional 
classification by the emotional words is not obvious. The emotional words require the complexity 
of the calculation for the emotional analysis. The complexity impacts the accuracy and efficiency 
of the emotional analysis. The feature selection of LMKL in this study is proposed to solve this 
problem. In the emotional analysis of texts, the features of LMKL are emotional words. Selecting 
emotional words with larger feature thresholds improves the speed of the analysis and reduces 
the number of features with a weak classification ability. This also leads to the improvement of 
classification accuracy.
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	 In this paper, the improved LMKL SVM for feature word selection is abbreviated as WS. The 
following explains the process of the LMKL method proposed or the feature selection. The 
feature selection method uses the weight of the linear classifier that is obtained with a simple 
linear decision function as Eq. (15).

	 sign( )Ty w x b= + 	 (15)

Here, w and x have the same dimensions. │wd│ measures the importance of xd for discrimination. 
That is, the larger the │wd│, the more important the xd. x is for the occurrence probability vector 
of each word, so xd = 0.1 means that the occurrence probability of the dth word in a document is 
0.1. Therefore, a larger │wd│ means that the dth word has a large contribution to emotional 
analysis, whereas │wd│ = 0 means that the dth word has no contribution. As long as a threshold 
is determined, important words are selected from the lexicon. The discriminant function of the 
mth core with LMKL as a linear kernel function is defined as

	
1

( ) ( )
p

T
m m

m
f x x w x bη

=

= +∑ ,	 (16)

Combining all the cores yields ( )m mdm
x wη∑ .

	 The selected feature words are sent to the classifier for emotional analysis. The specific 
process is shown in Fig. 1. The screening and filtering of feature words were performed through 
repeated tests to determine the expressive power and accuracy of text emotions. 

3.	 Results

	 The emotional analysis is not completed even after WS. The analysis needs the classifier to 
be completed. The feature WS needs to be combined with the text classifier to finish the 
emotional analysis.

Fig. 1.	 Flow chart of text emotional analysis based on WS method.
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	 Theoretically, the reduction in the number of weak classification features improves the 
classification accuracy of the classifier. The emotional analysis with WS is based on two 
considerations: the rigor of the experiment and the selected comparison method. We took three 
different methods of text emotional analysis based on SVM and combined them with WS to 
compare the effects of the combination on the analysis. The three methods are HIST-SVM, 
PLSA-SVM, and FK-SVM.(4)

(1) HIST-SVM uses the number of occurrences/frequency of words (statistical histograms) as 
text features in text recognition and SVM for the classification and recognition of the words.

(2) PLSA-SVM calculates the text topic vector based on PLSA as a feature of the text and uses 
SVM for classification and recognition.

(3) FK-SVM derives the Fisher kernel similarity function based on PLSA as the kernel function 
of SVM for classification and recognition.

	 Combining the feature selection method with the above three methods, we obtained new 
methods such as (WS)HIST-SVM, (WS)PLSA-SVM, and (WS)FK-SVM. The effectiveness of 
the WS was verified by the effects of the new methods on emotional analysis.

3.1	 Experimental data set and result evaluation criteria 

	 The evaluation criteria of the experimental data set and results are the same as those in the 
literature as follows.(4)

(1) The corpus used here is extracted from Stanford University’s “Sentiment140” (The data set 
can be downloaded from the following link:
http://cs.stanford.edu/people/alecmgo/trainingandtestdata.zip).(21)

(2) The two indexes of “recall rate” and “accuracy” are involved in all the retrieval and selection 
processes involving large-scale data collection. Owing to the two mutually constrained 
indicators, it is usually necessary to select a suitable degree for the “search strategy” 
according to needs. Moreover, it should not be very strict or lenient, and a balance point 
should be achieved between the recall rate and the accuracy. This balance point is determined 
by specific needs. 

	 Assumption: The documents can be divided into the following four groups when retrieving 
documents from a large data set:
1.	 documents that are relevant and retrieved by the system (TP);
2.	 documents that are irrelevant and retrieved by the system (FP);
3.	 documents that are relevant but not retrieved by the system (FN);
4.	 documents that are irrelevant but not retrieved by the system (TN).
	 The negative samples in this case do not mean the wrong classification, but the type of 
sample with the category “negative”. Thus, it can be concluded that FN and TN are used to 
calculate the classifier error rate. Then,
	 Recall rate R: The number of related documents retrieved is used as the numerator, with the 
total number of all related documents as the denominator, namely, Recall = TP / (TP + FN).
	 Accuracy P: The number of related documents retrieved is used as the numerator, with the 
total number of all retrieved documents as the denominator, namely, True positive rate = 
TP / (TP + FP).

http://cs.stanford.edu/people/alecmgo/trainingandtestdata.zip
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3.2	 Data preprocessing and feature selection (WS) 

	 Data preprocessing in the experiment is processing the emotional feature words. We used the 
database of “Twitter” in English that was standardized in the comparison of the methods.
	 In the beginning, there were tens of thousands of words in the word database, that is, tens of 
thousands of dimensions. In the preprocess of the experiment, stop words and vocabulary were 
removed as they are not used to express emotions. There were also a large number of nouns, 
verbs, and others that have nothing to do with emotions. Many of the words for emotional 
expression are not used frequently, and some have ambiguous emotional meanings. WS 
calculated the degree of contribution of each emotional word to emotional judgment. A threshold 
reduced the dimensions of the features. 
	
3.3	 Experiment design
	
	 The experiment procedures of the new methods are similar to those of the three methods for 
comparison. The changes in the three new methods include the feature word filtering link based 
on LMKL and the filtered features to represent the documents for training. The experiment 
design of (WS)FK-SVM is shows as below to illustrate the combination process of WS.
	 Figure 2 shows the process of (WS)FK-SVM.
(1) Preparing the training data set
(2) Data preprocessing
(3) Filtering feature words: WS with LMKL extracts feature words with a greater effect on the 

emotion classification from the data set.

Fig. 2.	 Experimental process of (WS)FK-SVM emotional analysis method.
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(4) Training the text model: The selected feature word set expresses the emotion of the text. The 
model training is carried out according to the emotion classification that has been manually 
marked by the corpus. We defined two types of emotional themes as “positive” and 
“negative” in this study. Since FK-SVM is based on a PLSA model, the emotion classification 
of the known corpus and the feature words in the training corpus obtain the “vocabulary-
document probability”. Then, the emotion vectors of the document were obtained for the 
“vocabulary-emotional topic probability” and “emotional topic-document probability”.

(5) Training and classifying (WS)FK-SVM classifiers. The emotion vector in the previous step is 
delivered to (WS)FK-SVM for binary classification.

	 The experiment designs of (WS)HIST-SVM and (WS)PLSA-SVM are the same as the design 
idea of (WS)FK-SVM. It only needs to add the WS link with LMKL to the three methods for 
comparison. Documents were represented by filtered features and trained with the model.

3.4	 Experimental results

Experiment 1:
	 The twitter data set was trained with five epochs of cross-validation and tested with (WS)
HIST-SVM, (WS)PLSA-SVM, and (WS)FK-SVM. Then, the recognition accuracy, the recall 
rate, and the corresponding average value of each round were compared. The accuracy and recall 
rate were used as the evaluation criteria to verify the effect of the methods with WS. 
	 Table 1 and Fig. 3 present the experimental results. The horizontal axis of each subgraph in 
Fig. 3 represents the round of the experiment. The vertical axis in Fig. 3(a) represents the 
accuracy of the experiment, and the vertical axis in Fig. 3(b) represents the recall rate. 

Table 1 
Multi-round comparison of experimental results of HIST-SVM, (WS)HIST-SVM, PLSA-SVM, (WS)PLSA-SVM, 
FK-SVM, and (WS)FK-SVM. (a) Accuracy. (b) Recall rate.
(a) Accuracy
Experiment
Round

HIST-SVM
(%)

(WS)HIST-
SVM (%)

PLSA-SVM
(%)

(WS)PLSA-
SVM (%)

FK-SVM
(%)

(WS)FK-SVM 
(%)

Round 1 83.12 82.83 84.42 85.85 88.07 92.57
Round 2 81.53 83.77 83.71 87.48 85.13 91.08
Round 3 83.51 83.87 82.16 85.72 86.93 89.93
Round 4 81.89 83.58 83.07 87.19 87.35 89.36
Round 5 82.37 84.41 82.64 85.57 88.52 91.74
Average 82.49 83.69 83.20 86.36 87.20 90.94

(b) Recall rate
Experiment
Round

HIST-SVM
(%)

(WS)HIST-
SVM (%)

PLSA-SVM
(%)

(WS)PLSA-
SVM (%)

FK-SVM
(%)

(WS)FK-SVM 
(%)

Round 1 84.45 85.87 86.01 87.35 89.00 86.74
Round 2 83.31 86.77 85.03 87.21 87.41 86.67
Round 3 81.22 84.01 85.94 86.04 89.05 90.65
Round 4 84.58 85.64 87.05 86.72 88.19 90.37
Round 5 82.63 84.25 84.31 87.43 87.83 86.79
Average 83.24 85.31 85.67 86.95 88.30 88.24
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Fig. 3.	 (Color online) Comparison of experimental results of HIST-SVM, (WS)HIST-SVM, PLSA-SVM, (WS)
PLSA-SVM, FK-SVM, and (WS)FK-SVM. (a) Accuracy. (b) Recall rate.

(a)

(b)

Experiment 2:
	 With the same twitter data set, five rounds of training and testing for different percentages of 
sample data in the data set for each experiment were tested for (WS)HIST-SVM, (WS)PLSA-
SVM, and (WS)FK-SVM. 
	 The accuracy and recall rate from each round were compared. The result showed that the 
training sample ratio affected the experimental results. Table 2 and Fig. 4 show the experimental 
results in the form of tables and bar graphs, respectively. The horizontal axis of each subgraph in 
Fig. 4 represents the percentage of training samples in each experiment. The vertical axis of Fig. 
4(a) represents the accuracy of the experiment, and the vertical axis of Fig. 4(b) represents the 
recall rate.

4.	 Discussion

4.1	 Analysis of Experiment 1

	 Experiments using the method proposed in Sect. 3 show the classification performance in 
Table 1 and Fig. 3. (WS)FK-SVM has the highest recognition accuracy and recall rate, which are 



2276	 Sensors and Materials, Vol. 34, No. 6 (2022)

Table 2 
Percentage sample comparison of experimental results of HIST-SVM, (WS)HIST-SVM, PLSA-SVM, (WS)PLSA-
SVM, FK-SVM, and (WS)FK-SVM. (a) Accuracy. (b) Recall rate.
(a) Accuracy
Experiment
Round

HIST-SVM
(%)

(WS)HIST-
SVM(%)

PLSA-SVM
(%)

(WS)PLSA-
SVM (%) FK-SVM (%) (WS)FK-SVM 

(%)
30% 68.93 71.93 67.37 70.22 68.71 72.42
40% 71.46 73.78 71.43 74.45 77.37 78.68
50% 72.77 73.02 75.86 78.35 84.42 83.73
60% 74.92 74.27 79.75 82.47 86.25 86.56
70% 75.56 77.31 81.24 84.53 88.04 87.58
Average 72.73 74.06 75.13 78.00 80.96 81.79

(b) Recall rate
Experiment
Round

HIST-SVM
(%)

(WS)HIST-
SVM (%)

PLSA-SVM
(%)

(WS)PLSA-
SVM (%)

FK-SVM
(%)

(WS)FK-SVM 
(%)

30% 68.72 72.43 63.38 66.47 70.47 76.87
40% 71.33 71.57 71.61 74.41 74.63 79.59
50% 70.86 72.36 76.83 79.53 81.25 81.33
60% 73.39 73.67 81.22 84.02 84.59 82.43
70% 74.03 78.21 83.63 86.37 87.45 86.32
Average 71.67 73.65 75.33 78.16 79.68 81.31

Fig. 4.	 (Color online) Comparison of experimental results of (WS)HIST-SVM, HIST-SVM, (WS)PLSA-SVM, 
PLSA-SVM, (WS)FK-SVM, and FK-SVM for different percentages of training samples. (a) Accuracy. (b) Recall rate.

(a)

(b)
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92.57 and 90.65%, respectively. The average accuracy and recall rate of (WS)FK-SVM are 90.94 
and 88.24%, respectively.
	 The experimental result shows that the accuracy and recall rate of the three new methods, 
namely, (WS)HIST-SVM, (WS)PLSA-SVM, and (WS)FK-SVM, are not significantly different. 
Thus, the overall results are relatively stable, indicating that the three methods have good results 
in text emotional analysis.
	 The comparisons between (WS)HIST-SVM and HIST-SVM, (WS)PLSA-SVM and PLSA-
SVM, and (WS)FK-SVM and FK-SVM show that the new methods have higher accuracies and 
recall rates even with the reduced number of features than the original methods. The difference 
between the new and original methods is the set of feature words used to express emotions. The 
difference is not only in quantity but also in the quality of sentiment words. Thus, the method of 
WS has a decisive effect on the experiments. The overall result of the new methods is more 
stable, because the new methods use the LMKL framework of SVM. According to the threshold 
in the discriminant function, the extracted feature words distinguish the samples more 
effectively. That is, the new methods reduce the interference of classification with a weak 
distinguishing ability and the amount of calculation by the participation of inefficient feature 
words.

4.2	 Analysis of Experiment 2 

	 Experiments using the method proposed in Sect. 3 show the classification performance in 
Table 2 and Fig. 4. The most effective method is (WS)FK-SVM. The highest recognition 
accuracy and recall rate are 87.58 and 86.32%, respectively, as shown in the experimental results 
in Table 2. The average accuracy and recall rate of (WS)FK-SVM are 81.79 and 81.31%, 
respectively.
	 It can be seen from Experiment 2 that the test results of the three new methods, namely, (WS)
HIST-SVM, (WS)PLSA-SVM, and (WS)FK-SVM, are basically stable when facing different 
percentages of training samples. Moreover, as the percentage of training samples increases, the 
test results also increase slightly. The reason is that there are fewer training samples. The 
probability distribution of vocabulary, documents, and emotional topics in the sample is greatly 
affected by noise. As the sample proportion increases, the corresponding probability distribution 
gradually approaches the real distribution. We make the thematic mining more accurate, so the 
effect on the test set will be improved. The frequency and count of words in the sample will be 
relatively less affected. 
	 From the comparisons of (WS)HIST-SVM and HIST-SVM, (WS)PLSA-SVM and PLSA-
SVM, and (WS)FK-SVM and FK-SVM, the three new methods based on the feature selection 
method proposed in this paper did not reduce the accuracy and recall rate while reducing the 
number of features, and the accuracy and recall rate in the three new methods were even higher 
than in the corresponding original method. Since the main difference between the new method 
and the original method lies in the set of feature words used to express emotions, it can be 
concluded that the method of selecting feature words has a decisive effect on Experiment 2.



2278	 Sensors and Materials, Vol. 34, No. 6 (2022)

	 On the basis of the results of the three new methods with WS, while reducing the number of 
features, the average accuracy and recall rate are slightly higher than those of the original 
method, and the overall result is more stable. This is the method of selecting feature words, 
which has a decisive effect on this set of experiments. The feature selection method can use the 
local multiple kernel learning framework of SVM to understand which feature of the sample can 
distinguish the sample more effectively according to the threshold in the discriminant function. 
On the basis of this, the feature words that distinguish the samples more effectively are extracted, 
thereby reducing the classification interference caused by the feature words with a weak 
distinguishing ability.

5.	 Conclusions

	 In this study, we proposed an algorithm that adopts an LMKL framework for the kernel 
function learning algorithm, localizes the multiple kernel learning method, and uses the 
threshold model for selecting the local optimal kernel function. The new methods are used to 
understand which features are distinguished more effectively in a sample and to analyze the 
features of the LMKL algorithm. We applied the new method for emotional analysis in texts and 
verified the effectiveness of the methods through experimental comparison. 
	 From the perspective of feature fusion and dimensionality reduction, the new methods 
effectively reduce the dimensions of the features in a sample data set. To ensure the expressive 
ability of the feature words, proper thresholds need to be selected according to the specific 
conditions to filter the feature words in the actual application process. Since the features with a 
weak classification ability are removed, the accuracy and efficiency of the classification are 
improved.
	 In the next step, we will use voice data in real environments to conduct applied research 
studies on emotional analysis. As text emotional analysis technology becomes more accurate 
and efficient, the technology will also become popular in terminal applications, for example, 
voice sensors.
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